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Abstract. Starting from a classical Budyko-Sellers-Ghil energy balance model
for the average surface temperature of the Earth, a nonautonomous version is

designed by allowing the solar irradiance and the cloud cover coefficients to

vary with time on a fast timescale, and to exhibit chaos in a precise sense. The
dynamics of this model is described in terms of three existing nonautonomous

equilibria, the upper one being attracting and representing the present temper-

ature profile. The theory of averaging is used to compare the nonautonomous
model and its time-averaged version. We analyse the influence of the quali-

tative properties of the time-dependent coefficients and obtain reasonable ap-

proximations close to the upper hyperbolic solution. Furthermore, previous
concepts of two-point response and sensitivity functions are adapted to the

nonautonomous context and used to value the increase in temperature when
a forcing caused by CO2 and other emissions intervenes.

1. Introduction

Energy balance models (EBMs) are conceptual in nature and provide a basic re-
lation that describes the variation of the average surface temperature of the Earth
in terms of a reduced number of climatic components with a relevant role. The
interest and usefulness of these models lie in two complementary features; firstly,
their simplicity allows a detailed analysis that provides essential qualitative features
of the climate behaviour even over long periods of time, and secondly, the conclu-
sions obtained using these models have been confirmed by studies carried out with
much more sophisticated models, such as general circulation models (GCMs) (see
North et al. [1] and Ghil and Childress [2], and more recent works such as Ghil and
Lucarini [3], Geoffroy et al. [4] and Chao and Dessler [5]).

In contrast to physical evidence, EBMs are often studied as time-independent
(i.e. autonomous) systems without clarifying the consequences of neglecting the ex-
ternal forcing in the modelling approach. Such choice is not always innocuous since
nonautonomous differential equations can feature exceedingly complex dynamics
(including chaos [6, 7]) already in dimension one. In this work we highlight the
qualitative dynamical differences between an autonomous and a nonautonomous
EBM and provide a rigorous framework within which an autonomous approxima-
tion is possible—albeit at the cost of losing significant dynamical information.

We focus on a time-dependent version of the zero-dimensional energy balance
model of Budyko-Sellers-Ghil type given in [8, 9, 10, 11, 12]. Its physical founda-
tion is an energy conservation law between incoming solar radiation and outgoing
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emission that provides the instantaneous variation rate of the planet’s average tem-
perature times the constant of thermal inertia. The incoming solar radiation takes
the form 1

4I(1 − α(T )), where I is the total solar irradiance and α(T ) ∈ [0, 1] is
the average global albedo, a measure of the short-wave radiation reflected back into
space. The outgoing radiation is modelled by means of the Stefan-Boltzmann law,
as the product of a multiple of the power 4 of the temperature times the effective
emissivity, which represents the greenhouse effect and is parametrized as a function
with range in [0, 1], decreasing with respect to the temperature and depending on
a cloud cover parameter m that indicates the percentage of sky obscured by clouds
on average.

The mentioned relevant climate components vary on a slow timescale. However,
in most models in the literature (see [1]-[5], [8, 9, 10]) they are assumed to be
time independent, that is, the model is to be seen as a layer system of a more
general model with slow time dependence. Moreover, physical considerations and
experimental observations also justify their dependence on a fast timescale. During
the period of a solar cycle, the levels of solar radiation and ejection of solar material
exhibit a synchronous fluctuation from a period of minimum activity to a period of
maximum activity, and then to a period of minimal activity. It is natural to assume
a quasi-periodic expression to represent the solar irradiance I(t) (see Kopp and Lean
[13]). Moreover, the yearly global average cloud cover varies by approximately
3% from year to year (see Stubenrauch et al. [14]). Among others, cycles lasting
15 days and others lasting six months have been detected in the behaviour of
this variation (see [14]). In this paper, we model m(t) by taking two different
expressions. In the first one m(t) is a quasi-periodic motion, while the second one
takes into account the unpredictability of this coefficient by including a generic
trajectory of a chaotic system. These are some basic arguments that justify the
design of the EBM depending on the fast time as presented in Section 2.2.

Nonautonomous differential equations are investigated using the language of pro-
cesses or dynamical methods based on the skew-product formalism. We adopt the
latter approach in Section 2.3, which requires a collective family of differential
equations, endowed with an appropriate continuous flow. In this formulation, it is
possible to transfer information between these equations using methods of ergodic
theory and topological dynamics. The arguments of Longo et al. [15, 16] permit
us to prove that the proposed EBMs admit three nonautonomous equilibria that
determine the global dynamics of the model. These equilibria are continuous func-
tions, with dependence on time, that are capable of reproducing essential dynamic
properties of those shown by the model coefficients, frequently given by a superposi-
tion of quasi-periodic effects with others that incorporate ingredients of complexity
typical of chaotic dynamics.

At least intuitively, it seems reasonable to eliminate the time-dependent variation
of the EBM on the fast timescale via suitable techniques of averaging. In Section
3 we analyse the feasibility of the averaging method from a dynamical point of
view and we exploit it in the vicinity of the upper hyperbolic solution. However,
we confirm some limitations of the averaging method: it cannot be applied if the
model contains random coefficients generating several ergodic measures and, in any
case, the averaged model is not able to reproduce the qualitative properties of the
solutions of the nonautonomous model which derive from the temporal variation of
the coefficients.
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In Section 4 the temperature evolution under the nonautonomous EBM and its
averaged model is compared by means of a nonautonomous version of the two-point
response function of Ashwin and von der Heydt [17]. We also study the effect of
including a CO2 forcing in the variation of temperature, considering different evolu-
tion profiles for the CO2 emissions, such as an instantaneous doubling with respect
to the preindustrial stage (see Charney [18]) and the five pathways (SSPs) described
by the Intergovernmental Panel for Climate Change (IPCC) [19]. This is done in
terms of the response functions and the new notion of two-point climate sensitivity
adapted from the one in [17]. Numerical simulations are run for the quasi-periodic
EBM and its version with a chaotic term in the cloud cover coefficient, both with
the forcing due to emissions and compared to the preindustrial time. Finally, Sec-
tion 5 contains a detailed construction of the chaotic real flow from which a generic
orbit is taken to account for the mentioned chaotic behaviour in the cloud cover.

2. A nonautonomous zero-dimensional energy balance model

In this section, we design a nonautonomous version of a classical energy balance
model by introducing a time-dependent variation in the coefficients. Then, we apply
techniques of nonautonomous dynamics in order to describe the behaviour of the
solutions of the new model.

2.1. Fundamental structure of the model. We start with a brief introduction
to a nonautonomous zero-dimensional energy balance model (0−D EBM, for short)
of the global climate à la Budyko-Sellers-Ghil [8, 9, 10], considering only coordinate-
independent quantities, as in Crafoord and Källén [11] and Ghil and Childress [2].
The underlying physical ground is given by an energy conservation law between
incoming solar radiation Rin and outgoing emission Rout: c T

′ = Rin −Rout, where
T (s) is the globally averaged surface temperature in Kelvin degrees (i.e., T > 0) of a
spherical planet and the constant c is the thermal inertia of an ocean mixed layer of
depth 30 meters, covering 70.8% of the planet [20, 21, 22]. The time s is measured
in seconds in accordance to the SI for measures and all the constants involved are
displayed in Table 1. A basic nonautonomous 0−D EBM for the planet’s average
temperature is

T ′(s) =
1

c
(Rin −Rout) =

1

c

(
1

4
I(s) (1− α(T ))− σ ε(s, T )T 4

)
. (2.1)

The outgoing radiation Rout is modelled via the Stefan-Boltzmann law with a time-
dependent emissivity term with feedback,

Rout = σ ε(s, T )T 4 ,

where the effective emissivity ε(s, T ) is obtained as the difference between the sur-
face emissivity and the atmospheric emittance, and σ is the Stefan–Boltzmann
constant. The incoming solar radiation Rin is modelled as

Rin =
1

4
I(s) (1− α(T )) ,

where I(s) is the total solar irradiance at Earth and α(T ) ∈ [0, 1] is the albedo feed-
back, expressing the fraction of solar radiation which is reflected from the surface
of Earth outside the atmosphere (for example, due to ice, deserts or clouds). The
available data demonstrate that the solar irradiance I(s) varies with time s ∈ R.
Indeed, several modes spanning over timescales going from weeks to thousands of
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years have been singled out. Further details on the modelling of this aspect are
given in Section 2.2, where we present two options for I(s), one quasi-periodic and
one almost periodic.

Different parametrisations for the albedo and emissivity feedback processes can
be found in the literature (see [23, 17, 24], and [25] in a latitude-dependent Budyko
EBM, among others). We shall fundamentally follow the model by Zaliapin and
Ghil [26] which we present below, although some variants of it are also discussed
in Section 4. The albedo feedback is set up as a smooth interpolation between the
piecewise-linear formula of Sellers-type models (see [10, 11]), and the piecewise-
constant formula of Budyko-type models:

α(T ) = c1 + c2
1− tanh

(
k(T − Tc)

)
2

.

The constants c1 and c2 allow us to fix the asymptotic values of albedo. It is assumed
that at very low temperatures α(T ) ≈ 0.85, whereas at very high temperatures
α(T ) ≈ 0.15. The constant Tc is fixed at the freezing point of water, i.e., Tc = 273K,
while the constant k > 0 allows to change the steepness of the albedo transition
depending on the temperature. Values of k ≫ 1 mimic a Budyko-type model—a
discontinuous system in which the albedo takes only two constant values, high and
low, depending on whether T < Tc or T > Tc. Smaller values of k correspond to
Sellers-type models, in which there is a transition ramp between the high and low
albedo values.

The time- and temperature-dependent emissivity is parametrised following [9,
11, 2, 22]. We let

ε(s, T ) = 1−m(s) tanh
(
(T/To)

6
)
.

The function m(s), which accounts for the time dependence of the emissivity, rep-
resents the atmospheric opacity. In [9, 11] it is taken to be a constant m = 0.5,
in [26] m = 0.4. We assume that this coefficient varies with time in order to take
into account the time-dependent change of cloud cover. Details on the modelling of
this aspect will be given in Section 2.2. The constant To is fixed to the normalising
value so that T−6

o = 1.9 · 10−15K−6 proposed by Sellers [9].
Including our choices for the albedo and the greenhouse feedback processes in

(2.1) yields the following nonautonomous zero-dimensional energy balance model:

T ′(s) =
1

c

(
I(s)

4

[
1− c1 − c2

1− tanh
(
k(T − Tc)

)
2

]
−σ T 4

[
1−m(s) tanh

(
(T/To)

6
)])

.

(2.2)

For the simulations, we will take the steepness coefficient k = 1. In addition,
we change the timescale from seconds to years, via the change of variable s = κ t,
where κ = 60 · 60 · 24 · 365.25 is the average number of seconds in a year and t is
time in years. Then, we obtain the equation

T ′(t) =
κ

c

(
I(t)

4

[
1− c1 − c2

1− tanh
(
k(T − Tc)

)
2

]
−σ T 4

[
1−m(t) tanh

(
(T/To)

6
)])

.

(2.3)



NONAUTONOMOUS MODELLING IN ENERGY BALANCE MODELS OF CLIMATE. 5

Constants
Parameter Meaning Value according to

the SI
c Constant of thermal inertia 5·108 Jm−2K−1

σ Stefan-Boltzmann constant 5.6704·10−8 Wm−2K−4

c1 Lower-bound for the albedo 0.15

c2 Upper-bound for the increment in
albedo

0.7

k Steepness of the albedo transition > 0

Functions
m(s) High-level IR trapping cloud cover [0, 1]

I(s) Total solar irradiance at Earth [1358.4, 1363.3]Wm−2

Table 1. List of constants and functions in the basic model (2.2).

Note that the functions T̃ (t) = T (κ t), Ĩ(t) = I(κ t) and m̃(t) = m(κ t) have been
respectively renamed simply as T (t), I(t) and m(t), with a little abuse of notation.
Furthermore, we will often refer to (2.3) as to T ′ = g(t, T ).

2.2. Modelling the nonautonomous forcing. In the model (2.3) there are two
time-dependent functions, the total solar irradiance I(t) and the cloud cover m(t).
In this paragraph, we discuss how we empirically selected them to replicate some
qualitative features of the real phenomena.

The function I(t) captures the following traits of the solar cycles for which satel-
lite data are available [13, 27]: the average low value of total solar irradiance of
I0 = 1360.8Wm−2 (recorded during the 2008 solar minimum period), the 11-year
cycle of solar activity (also known as the Schwabe cycle) with a maximal increase
of total solar irradiance of 1.6Wm−2 (0.12% of I0), and the decreases of up to
4.6Wm−2 (0.34% of I0) on time scales ranging from days to weeks. We choose the
function

I(t) =1360.8

[
1 +

0.0012

2

(
1 + sin

(
2πt

11

))

− 0.0034

4

(
sin10

(√
97πt

)
+ sin10

(√
47πt

))(
1 + sin

(
2πt

11

))]
.

We note that the function I(t) has maximum equal to 1363.3Wm−2, minimum
equal to 1358.4Wm−2 and numerically estimated average over an interval of time
of five thousand years equal to 1361.6Wm−2. An alternative approach (which is
however costly and hard to implement without showing appreciable differences in
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Figure 1. Qualitative shape of the total solar irradiance (TSI)
map I(t) for the quasi-periodic model (upper panel) and the almost
periodic model (lower panel). For a comparison with an empirical
model of the total solar irradiance extrapolated from real data, see
Kopp and Lean [13].

the numerical experiments) is to consider an almost periodic forcing of the type

Iap(t) = I0 +
1.6

2

(
1 + CL2

(
2πt

11

))
+

ϕ(t)

2

(
1.1 + CL2

(
2πt

11

))
, where

CL2(θ) =

∞∑
j=1

sin(jθ)

j2
(Fourier series of Clausen function CL2) and

ϕ(t) = −4.6

5

∑
j=1,3,5,7,11

sin180
(
2πt√
j

)
+

1

2

(
sin3(52.18 · 2πt) + sin3(365.25 · 2πt)

)
.

The rescaled Clausen function simulates the baseline 11-year cycle of solar activity,
while the function ϕ(t) accounts for changes at lower timescales. In Figure 1, it is
possible to appreciate the qualitative shape of I(t) and Iap(t). For a comparison
with an empirical model of the total solar irradiance extrapolated from real data,
see Kopp and Lean [13].

In regard to the atmospheric opacity m(t), we aim to capture changes of the
effective cloud amount, that is, the cloud amount weighted by cloud emissivity,
which is responsible for most of the long-wave radiation reflected back to the planet.
According to [14], the effective cloud amount has a global average of about 50%. In
order to balance the model around the current average temperature of 288.5K, we
choose an average of 33%. To introduce a time-dependent variability of the effective
cloud amount, we include four different timescales and respective amplitudes: 7–14
days with a 0.1 anomaly, 5–6 months and one-year seasonal effects with a cumulative
0.1 anomaly, and interannual variability (5-7 years) akin to El Niño with a 0.01
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t (years) t (years)

Figure 2. Modelling of thin clouds in the upper layer of the atmo-
sphere responsible for the reflection of most of long-wave radiation
from the surface. On the left-hand side a quasi-periodic model is
shown, whereas on the right-hand side the quasi-periodic forcing
is perturbed by a chaotic dynamical system.

anomaly [14],

m(t) = 0.33
(
1 + 0.1md(t) + 0.05 (mh(t) +my(t)) + 0.01mN (t)

)
.

We consider two approaches. The first option is a quasi-periodic function,

m1(t) = 0.33

(
1 + 0.1 sin

(
2
√
997πt

)
+ 0.05

(
sin
(
2
√
5πt
)
+ sin(2πt)

)
+ 0.01 sin

(
2πt√
29

))
.

The second one is a forcing with ingredients of chaotic dynamics, trying to account
for the intrinsic unpredictability in the cloud cover (see [28]),

m2(t) = 0.33

(
1 + 0.1 Im(pΘ(t))

+ 0.05
(
sin
(
2
√
5πt
)
+ sin(2πt)

)
+ 0.01 sin

(
2πt√
29

))
,

(2.4)

where Im(pΘ(t)) corresponds to the imaginary part of the evaluation at 0 of an
orbit inside a chaotic set of functions built upon linear interpolation of orbits for
the expanding map θ 7→ 2θ mod 2π on the unit circle. The detailed construction
has been included in Section 5. For now, we refer to Figure 2 to appreciate the
difference between the two types of forcing. In the simulation, we have taken the
semiorbit of the angle π

√
5/2 mod 2π under the doubling map.

2.3. Existence of exponentially stable and unstable solutions. In this sec-
tion we aim to characterize the possible dynamical scenarios and bifurcations for
(2.3) by determining its regions of concavity and convexity and studying the sign of
the vector field. We will be supported by recent results for scalar nonautonomous
differential equations with concave and coercive nonlinearities by Longo et al. [16],
which, to a considerable extent, rely on an underlying skew-product flow (or nonau-
tonomous dynamical system), which we briefly introduce below.

Dynamical methods applied to ODEs, PDEs or stochastic equations modellling
different climate issues have been used in the last decades, see [29, 30, 31, 32, 25,
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17, 24], among others. Particularly, Ghil et al. [30] suggested the use of random
dynamical systems when there is a noise forcing modelled by a stationary stochastic
process. Random dynamical systems are structurally close to skew-product flows
since the dynamical system is defined on a product space π : R×Ω×X → Ω×X,
(t, ω, x) 7→ (θt(ω), φ(t, ω, x)) where the first component is a measurable flow on a
probability space Ω, which is measure preserving, and the second component is given
by a cocycle map: φ(t1 + t2, ω, x) = φ(t1, θt2(ω), φ(t2, ω, x)), in order to have the
standard dynamical system conditions π0 = id and πt1+t2 = πt1 ◦ πt2 for all t1, t2 ∈
R, where πt(ω, x) = π(t, ω, x) and id is the identity map on Ω×X. A skew-product
flow has the same structure, except for the fact that the base space Ω is metric and
compact and the flow θ is continuous. By the Krylov-Bogoliubov theorem [33], the
set of θ-invariant measures on Ω is nonempty. Thus, ergodic theory can be applied in
both contexts. Also, the dynamical system is measurable or continuous, depending
on the measurable and/or topological properties of both the phase space X and
the cocycle map φ. If the map π is defined only for nonnegative times t ≥ 0, it is
called a random semi-dynamical system or a skew-product semiflow, respectively.

Let us explain how we fall into the skew-product flows context. It is well-known
that the solutions of a scalar nonautonomous differential equation such as T ′ =
g(t, T ) in (2.3) do not induce a dynamical system in a direct way. Nevertheless,
one observes that the time-translation of a solution Tτ (t) = T (t+τ) is a solution of
the translated equation T ′ = gτ (t, T ) = g(t+ τ, T ). Hence, it is natural to consider
the set of translated maps {gτ | τ ∈ R} ⊂ Y and, depending on the properties of
g, look for a suitable space of functions Y and a topology so that the topological
closure of the set of time-translations, i.e., the so-called hull of g,

H = cls{gτ | τ ∈ R} , (2.5)

is a compact metric space and the shift flow θ : R × H → H, (t, h) 7→ ht is
continuous. In this case, one says that the time variation in the equation can be
compactified. Here we assume that g(t, T ) is bounded and uniformly continuous on
R×K for compact sets K ⊂ R, as then the hull is compact for the compact-open
topology on the space of real continuous maps on R2. Note that with any of the
terms I(t) and m(t) considered in Section 2.2, g satisfies this condition. So, let
H be the hull of g, and for each h ∈ H, denote by u(t, h, T0) the solution of the
equation T ′ = h(t, T ) with initial condition u(0, h, T0) = T0. Then, we can define a
continuous skew-product flow

π : U ⊆ R×H× R+ −→ H× R+

(t, h, T0) 7→ (ht, u(t, h, T0)) ,

on an appropriate open set U subject to the existence of the solutions. Since the
equations are scalar, this flow is monotone, that is, the order of initial data is
preserved along the trajectories.

At this point, let us focus on the study of the regions of concavity and convexity
for the map g(t, T ) with respect to T . To this end, we calculate the partial deriva-
tives up to order two of the right-hand side of (2.3) with respect to the variable
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T :

∂g

∂ T
(t, T ) =

κ

c

(
c2 k I(t)

8
sech2

(
k(T − Tc)

)
− 4σ T 3

(
1−m(t) tanh

(
(T/To)

6
))

+
6σm(t)T 9

T 6
o

sech2
(
(T/To)

6
))

,

∂2g

∂ T 2
(t, T ) =

κ

c

(
− c2 k

2 I(t)

4
tanh

(
k(T − Tc)

)
sech2

(
k(T − Tc)

)
+

− 12σ T 2
(
1−m(t) tanh

(
(T/To)

6
))
+

+
78σm(t)T 8

T 6
o

sech2
(
(T/To)

6
)
+

− 72σm(t)T 14

T 12
o

tanh
(
(T/To)

6
)
sech2

(
(T/To)

6
))

.

The right-hand side of (2.3) is convex where its second derivative with respect to
T is positive for all t ∈ R, and concave where it is negative for all t ∈ R. Therefore,
we need to study the sign of (∂2g/∂ T 2)(t, T ). This is not immediately obvious as
the previous inequality is not algebraically solvable in an easy way. Nonetheless,
we can numerically explore the sign of ∂2g/∂ T 2, which will be mostly sufficient for
our objective.

A numerical estimation of the variation of the coefficients in the quasi-periodic
model yields the values 1358.4 ≤ I(t) ≤ 1363.3 and 0.2609 ≤ m(t) ≤ 0.3988,
t ∈ R. The following conclusions apply to (2.3) as far as g∗(T ) ≤ g(t, T ) ≤ g∗(T ),
t ∈ R where the functions I(t) and m(t) are kept constant at their maximum in
g∗(T ) (red solid line in Figure 3) or at their minimum in g∗(T ) (blue solid line in
Figure 3). The coloured regions in Figure 3 correspond to the parts of the phase
space where g is concave (in red) and convex (in blue) uniformly on t ∈ R. As far
as we are concerned, we appreciate that the intervals [0, 266] and [273.5, 305] are in
the concave regions of the phase space, and that the interval [268, 272.5] is in the
convex one.

We proceed to describe the dynamics of the solutions of the EBM (2.3). There
exists a so-called attractor-repeller pair of bounded solutions a1(t), r(t), t ∈ R and
a second attracting solution a2(t), t ∈ R such that a2(t) < r(t) < a1(t) for all
t ∈ R, and if T (t, t0, T0) denotes the solution of T ′ = g(t, T ) with T (t0, t0, T0) = T0,
then there are constants ρ, ρ1, ρ2 > 0 and for every ν > 0 there exist constants
kν , k1,ν , k2,ν > 1 such that:

|a1(t)− T (t, t0, T0)| ≤k1,ν e
−ρ1(t−t0) |a1(t0)− T0|
if r(t0) + ν ≤ T0 ≤ 305 and t ≥ t0 ,

|r(t)− T (t, t0, T0)| ≤kν e
ρ(t−t0) |r(t0)− T0|

if 273.5 ≤ T0 ≤ a1(t0)− ν and t ≤ t0 ,

|a2(t)− T (t, t0, T0)| ≤k2,ν e
−ρ2(t−t0) |a2(t0)− T0|
if ν ≤ T0 ≤ 266 and t ≥ t0 .

(2.6)

See Figure 4 for some numerical computations of the attractors and repellers for
the quasi-periodic model and let us mathematically justify the previous assertion
and describe the global dynamics following a series of steps.
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T (K)

Figure 3. Graphs of g∗(T ) (blue solid line) and g∗(T ) (red solid
line) with respect to the variable T . The coloured areas correspond
to values of T where the sign of the second derivative of g with
respect to T is positive (blue shaded region) or negative (red shaded
regions) for all values of t. It is possible to appreciate that the
vector field g remains negative for all values of T ∈ [176, 273.5],
thus preventing the existence of an attractor-repeller pair in the
convex region.

t (years)

T
(K

)

t (years)

T
(K

)

Figure 4. Attractors (red curves), repeller (blue curve), sub- and
super-equilibria and zones of concavity (red shaded regions) and
convexity (blue shaded regions) for the quasi-periodic model.

Step 1. In the temperature band [273.5, 305] where the equation is strictly con-
cave, there is an attractor-repeller pair of hyperbolic solutions a1(t), r(t), t ∈ R
that behave as indicated in (2.6).

In order to provide a rigorous proof of the existence of the attractor-repeller pair,
we use the skew-product formalism. First, since g∗(T ) ≤ g(t, T ) ≤ g∗(T ) for all
t ∈ R, then, we also have that g∗(T ) ≤ h(t, T ) ≤ g∗(T ) for all t ∈ R and h ∈ H
thanks to the hull construction and the continuity of the flow. Moreover, since
0 < g∗(275.5) ≤ h(t, 275.5) and h(t, 305) ≤ g∗(305) < 0 for all t ∈ R and h ∈ H, the
maps a0, b0 : H → R, a0 ≡ 275.5 and b0 ≡ 305 are a continuous sub-equilibrium and
a continuous super-equilibrium, respectively, for the skew-product semiflow π (see
Proposition 4.4 in Novo et al. [34]). In this situation, there exists a semicontinuous
equilibrium A1 : H → [275.5, 305], that is, A1(ht) = u(t, h,A1(h)) for all h ∈ H
and t ∈ R (see Theorem 3.6 in [34]). In particular a1(t) := A1(gt), t ∈ R is an
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entire bounded solution of the EBM. Second, since g∗(273.5) < 0 and g∗(275) > 0,
in the negatively invariant band of temperatures [273.5, 275] we can reverse the
time ũ(t, h, T0) = u(−t, h, T0) and consider the skew-product semiflow (t, h, T0) 7→
(h−t, ũ(t, h, T0)) to fall into a situation similar to the one before. Reversing time
back, we obtain the existence of a second equilibrium R : H → [273.5, 275] such
that R(ht) = u(t, h,R(h)) for all h ∈ H and t ∈ R. Then, r(t) := R(gt), t ∈ R is
another entire bounded solution of the EBM. Furthermore, by construction both
solutions are uniformly separated. If we cut the field g(t, T ) at the temperature
273.5 and extend it below this value with the second order Taylor expansion of
g(t, T ) at 273.5, we obtain a strictly concave and coercive scalar equation that has
two uniformly separated bounded solutions. In this situation, Theorem 3.4 in [16]
says that both solutions are hyperbolic, forming an attractor-repeller pair which,
in particular, fulfills (2.6).

Step 2. In the positively invariant band of temperatures [0, 266] where the equa-
tion is strictly concave, there is an attracting hyperbolic solution a2(t), t ∈ R, which
behaves as indicated in (2.6).

A suitable study of the sign of the vector field, just as before, allows us to deduce
the existence of an equilibrium A2 : H → [1, 266], A2(ht) = u(t, h,A2(h)) for all
h ∈ H and t ∈ R. In particular a2(t) := A2(gt), t ∈ R is an entire bounded solution
of the EBM. Furthermore, we can choose a negative T1 < 0 such that g∗(T1) < 0
and then argue in the negatively invariant band [T1, 0] as in Step 1, to get a second
bounded solution uniformly separated from a2(t). This solution has no physical
meaning for the EBM, but it permits us to apply Theorem 3.4 in [16]—once more
after cutting the field at the temperature 266 and using a second order Taylor
expansion at 266 to extend it above this value, so as to have a strictly concave and
coercive vector field everywhere—to deduce that a2(t) is a hyperbolic attracting
solution.

Step 3. We now consider the zone between the regions in Steps 1 and 2, that
is, the interval of temperatures [266, 273.5]. Since the field g(t, T ) ≤ g∗(T ) <
0, for all T ∈ [266, 273.5] and t ∈ R, then the corresponding flow is pointing
downwards. Therefore, [266, 273.5] is to be seen as a transit zone for the solutions
traveling downwards until they reach the inferior limit of T = 266 and then, they
get attracted by the solution a2(t).

The above arguments provide a rigorous and complete description of the be-
haviour of solutions of the EBM for all initial conditions T0 ∈ [0, 305]. See Figure
4 for a global picture of the dynamics. We finish this section with two comments.
First, it is worth mentioning that the proof of the above-cited result [16, Theorem
3.4] relies on an adaptation of the dynamical methods developed in Longo et al. [15].
In particular, it ensues that the maps A1, A2 and R are continuous on H (see the
proof of [15, Theorem 3.5]). Thus, the solutions a1(t) = A1(gt), a2(t) = A2(gt)
and r(t) = R(gt) reproduce the dynamics of the hull, which is determined by the
temporal variation of the vector field g(t, T ). For instance, in the quasi-periodic
EBM, the hull H of g is a torus, and then, also the maps a1(t), a2(t) and r(t),
given by the evaluation of a continuous map along an orbit in the torus, are all
quasi-periodic.

Finally, the standard property of robustness of hyperbolicity for differential equa-
tions (e.g., see [16, Proposition 3.3]) affirms that given an ε > 0 there exists a
δ = δ(ε) > 0 such that, if the equation with a hyperbolic solution is perturbed by
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a term of norm up to δ, then the perturbed equation also has a hyperbolic solution
which is located within distance ε of the initial hyperbolic solution. The map δ(ε)
can be seen as an indicator of climate sensitivity and we will come back to this im-
portant fact in Section 5. Let us mention here that in an autonomous setting, a new
gauge called intensity of attraction, which measures the robustness of attractors in
metric terms, has recently been introduced in Meyer and McGehee [35].

3. The averaging method and its limitations

Energy balance models of the form (2.2) are frequently analysed as autonomous
systems (see [1]-[5], [8, 9, 10]). This naturally raises the question of how such an
approximation is justified, given that the underlying system—namely, the Earth’s
climate—is inherently subject to time-dependent forcing. A common justification
lies in the possibility of temporal averaging, supported by the observation that
many relevant external influences, such as astronomical and meteorological factors,
exhibit well-defined characteristic frequencies.

However, a rigorous justification for the use of averaging to derive autonomous
energy balance models is lacking in the existing literature. In this section, we anal-
yse the conditions under which it is valid to approximate an EBM as autonomous,
based on the error bounds provided by the averaging method, and identify scenarios
in which such an approximation is not warranted.

3.1. Introduction to averaging. Consider a function f : [0,∞]×R → R, (t, T ) 7→
f(t, T ) bounded, continuous, and locally Lipschitz continuous with respect to the
variable T , i.e., such that for every r > 0 there exists a constant Lr > 0 such that

|f(t, T1)− f(t, T2)| ≤ Lr |T1 − T2| for all t ≥ 0 and |T1|, |T2| ≤ r .

The function f is called a KBM function—after the mathematicians Krylov, Bo-
goliubov and Mitropolsky—if the average

f̂(T ) = lim
R→∞

1

R

∫ R

0

f(t, T ) dt (3.1)

exists for every T ∈ R. It is easy to check that, with the local Lipschitz property,
this limit is uniform for T in compact sets. The theory of averaging (see Bogoliubov
and Mitropolsky [36] and Sanders et al. [37]) aims at establishing relations between
the solutions of the nonautonomous Cauchy problem

T ′= ε f(t, T ) , T (0) = T0 , (3.2)

and the autonomous averaged Cauchy problem

T ′= ε f̂(T ) , T (0) = T0 , (3.3)

where T0 ∈ R and ε > 0 is a small number. In fact, under certain conditions, it
is possible to establish an upper-bound to the distance between bounded solutions
Tε(t) of (3.2) and T ∗

ε (t) of (3.3) in long time intervals [0, 1/ε]. This is usually
written, using the standard Landau’s notation, as

sup
t∈[0,1/ε]

|Tε(t)− T ∗
ε (t)| ∼ O(δn(ε)

α)

for some α > 0, where δn is the so-called convergence function defined by
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δn(ε) = sup
|T |≤n

sup
0≤εR≤1

ε

∣∣∣∣ ∫ R

0

(
f(t, T )− f̂(T )

)
dt

∣∣∣∣ , n ∈ N . (3.4)

Note that, if f is KBM, then limε→0+ δn(ε) = 0 for every n ∈ N, and conversely,

if for some real numbers f̂(T ), T ∈ R the previous limits are null, then f is KBM

with averages f̂(T ), T ∈ R. A stronger assumption is that the limit in (3.1) does
not depend on the initial point of the interval of integration. We say that f is
uniformly KBM (UKBM, for short) if the following limit exists for every T ∈ R,

f̂(T ) = lim
R→∞

1

R

∫ t0+R

t0

f(t, T ) dt , uniformly in t0 ≥ 0 . (3.5)

It is easy to check that f is UKBM if and only if limε→0+ δ̃n(ε) = 0 for every n ∈ N,
where

δ̃n(ε) = sup
|T |≤n

sup
t0≥0

0≤εR≤1

ε

∣∣∣∣ ∫ t0+R

t0

(
f(t, T )− f̂(T )

)
dt

∣∣∣∣ . (3.6)

3.2. Application to the energy balance model. The theory of averaging offers
quantitative bounds for the error in terms of the small parameter ε in the equations
(3.2)-(3.3), but the results derived apply to each ε separately. In order to benefit
from this fact, we rewrite equation (2.3) taking out a factor 3

√
σ, so that the EBM

shows a structure compatible with the theory of averaging, namely,

T ′ = ε0

(
I(t)

4 3
√
σ

[
1− c1 − c2

1− tanh
(
k(T − Tc)

)
2

]
− 3
√
σ2 T 4

[
1−m(t) tanh

(
(T/To)

6
)])

,

(3.7)

where ε0 = κ 3
√
σ/c ≈ 1.2 · 10−3. We will refer to (3.7) as to T ′ = ε0f(t, T ).

Note that the dependence on time of this model is completely encapsulated in the

functions I(t) and m(t), which are assumed to have averages Î and m̂, respectively,
from now on. Note that this is the case with quasi-periodic or almost periodic
coefficients, but it is not expected to be the case when m(t) incorporates a chaotic
variation—see Section 2.2. Specifically, the averaged equation is written as

T ′ = ε0

(
Î

4 3
√
σ

[
1− c1 − c2

1−tanh
(
k(T − Tc)

)
2

]
− 3
√
σ2 T 4

[
1− m̂ tanh

(
(T/To)

6
)])

.

(3.8)

The time-varying map f has a reasonable size, which is in line with the spirit of
the averaging method. Also, note that one can consider a slow timescale t̃ measured
in 1000 years, so that the relation between the fast timescale t in years and the
slow one is t̃ = 10−3 t, which is approximately t̃ = ε0 t and the model is expected
to yield information valid for around 300 years.

It should be noted, however, that the results of averaging are typically written
either for bounded and globally Lipschitz functions, or restricted to a bounded ball
centered at the origin for the spatial variable. It is clear that, under the assumption
of local Lipschitz continuity in T , one can pass from the latter case to the former by
using a suitable smooth cut-off function, also called a mollifier, i.e., a C∞ function
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χ : R → [0, 1] such that χ(T ) = 1 for T ∈ [100, 400] and χ(T ) = 0 for T ≤ 0
and T ≥ 500. The interval [100, 400] is chosen to guarantee that for physically
meaningful temperatures the mollified model coincides with the original one. The
problem T ′ = ε0f(t, T )χ(T ) is globally Lipschitz continuous in T , bounded and
maintains the same solutions of the original energy balance model in the region of
the phase space that is physically meaningful. For the sake of simplicity, we omit
this technical adjustment in the next sections.

3.3. A dynamical understanding of the existence of averages. The limits
in (3.1) and (3.5) admit a dynamical interpretation thanks to Bebutov’s formalism
and Birkhoff’s ergodic theorem, as we clarify in this section. As noticed in the
previous section, the vector field f in (3.7) is KBM (resp. UKBM) if and only if
both I(t) and m(t) are KBM (resp. UKBM). For this reason, in relation to the
behaviour of the averages, we can restrict our analysis to the functions I(t) and
m(t). So, let us just consider a real map p : R → R.

Let us start by taking a bounded and continuous map p(t) and, provided that
the average p̂ exists, consider the convergence functions defined for ε > 0,

δ(ε) = sup
0≤εR≤1

ε

∣∣∣∣ ∫ R

0

(
p(t)− p̂

)
dt

∣∣∣∣ and δ̃(ε) = sup
t0≥0

0≤εR≤1

ε

∣∣∣∣ ∫ t0+R

t0

(
p(t)− p̂

)
dt

∣∣∣∣ .
The first case to be considered is that of bounded integrals, that is, we assume

that p satisfies supR≥0

∣∣∣∫ R

0

(
p(t)− p̂

)
dt
∣∣∣ < ∞ for some p̂ ∈ R. In this case, p(t) is

UKBM with average p̂ and δ̃(ε) = O(ε) as ε → 0, using again the standard Landau’s
notation. This is the case for all periodic maps and for some almost periodic maps,
but let us mention that in fact the property of bounded integrals is not frequent in
almost periodic maps, from a precise topological point of view.

After the previous easy but very restrictive case, we introduce arguments of
topological dynamics and ergodic theory in order to better understand the existence
of averages and the behaviour of the convergence functions. Let us assume that p(t)
is also uniformly continuous and let us build its hull H(p) = cls {pτ | τ ∈ R}, as in
(2.5) in Section 2.3, where the closure is taken for the compact-open topology and
pτ : R → R is the time-translation t ∈ R 7→ pτ (t) = p(t+ τ). Clearly, every element
in H(p) is also a bounded and uniformly continuous function. Recall that H(p) is
a compact metric space and the time-shift map σ : R ×H(p) → H(p), (t, h) 7→ ht

defines a continuous flow. The flow (H(p), σ) is minimal if for every h ∈ H(p), the
trajectory {ht | t ∈ R} is dense in H(p).

The Krylov–Bogoliubov theorem guarantees the existence of a normalised in-
variant measure for the compact flow on H(p). Since the existence of the average
only takes into account the values of the map p(t) for t ≥ 0, from a dynamical
perspective it is natural to relate it with the omega-limit set of p inside the hull

ω(p) :=
{
h ∈ H(p)

∣∣∣ h = lim
n→∞

ptn , for some (tn)n≥1 → ∞
}
.

The set ω(p) is compact and invariant. Then, also for the flow (ω(p), σ) the set
Minv(ω(p), σ) of normalised invariant measures on ω(p) is nonempty. If this set is a
singleton, we say that ω(p) is uniquely ergodic, since the unique invariant measure
is then ergodic. It is well-known that, if p is almost periodic, then (H(p), σ) =
(ω(p), σ) is minimal and uniquely ergodic.
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In order to apply Birkhoff’s ergodic theorem, we consider the evaluation function,

E : H(p) → R , h 7→ h(0) , (3.9)

which is continuous and allows to recover the values that each element h ∈ H(p)
attains along its trajectory through the flow (H(p), σ). Indeed, E(ht) = ht(0) =
h(t), t ∈ R, for all h ∈ H(p). In particular, E(pt) = p(t), t ∈ R recovers the values
of the initial map p(t).

If ω(p) is uniquely ergodic, then the map p is UKBM. Let µ be the unique
ergodic invariant measure. Then, a consequence of Birkhoff’s ergodic theorem (see
[38]) implies that there exist the following limits, uniformly for t0 ≥ 0,

lim
R→∞

1

R

∫ t0+R

t0

E(pt) dt = lim
R→∞

1

R

∫ t0+R

t0

p(t) dt =

∫
ω(p)

E dµ .

Note that this is the case if p is almost periodic. Some examples of maps within
this situation are bounded and uniformly continuous maps that are asymptotically
constant, so that the omega-limit set ω(p) is a singleton and the unique ergodic
measure is a Dirac measure. However, in these cases p /∈ ω(p), the approximation
to the omega-limit set can be very slow and the convergence function can exhibit
different rates. For instance, the maps defined for t ≥ 0 by

p1(t) =
t

1 + t2
, p2(t) =

1

(1 + t)α
(0 < α < 1) ,

have null average with δ1(ε) ∼ ε| log(ε)| and δ2(ε) = εα/(1 − α) as ε → 0, respec-
tively (see [37]). Also for almost periodic maps p(t) the convergence functions can
be not as good as O(ε). There are examples in the literature of almost periodic

functions p(t) with null average whose integrals
∫ R

0
p(t) dt ≥ cR1−α as R → ∞ for

0 < α < 1 (see [39, 40], among others). In these cases, δ(ε) ≥ c εα as ε → 0.
Finally, if ω(p) is not uniquely ergodic, then Birkhoff’s ergodic theorem cannot

be applied as above. It might still happen that for the evaluation function there is
a constant c ∈ R such that∫

ω(p)

E dµ = c for all µ ∈ Minv(ω(p), σ) ,

implying that the previous conclusions remain valid and p is UKBM. For exam-
ple, this can occur for maps with bounded integrals and several ergodic mea-
sures supported in ω(p). However, if (ω(p), σ) is not uniquely ergodic, there are
typically two ergodic measures µ1, µ2 ∈ Minv(ω(p), σ) such that

∫
ω(p)

E dµ1 ̸=∫
ω(p)

E dµ2. Since every map in ω(p) is the limit of a sequence of maps along the

semitrajectory {pt | t ≥ 0} by construction, there are sequences of real numbers
(t1n)n≥1, (R

1
n)n≥1, (t

2
n)n≥1, (R

2
n)n≥1, with tin, R

i
n → ∞ as n → ∞ for i = 1, 2, such

that ∣∣∣∣ 1

R1
n

∫ t1n+R1
n

t1n

p(t) dt−
∫
ω(p)

E dµ1

∣∣∣∣ < 1

n

and ∣∣∣∣ 1

R2
n

∫ t2n+R2
n

t2n

p(t) dt−
∫
ω(p)

E dµ2

∣∣∣∣ < 1

n

for every n ≥ 1. From Birkhoff’s ergodic theorem, it follows the existence of an
invariant subset with complete measure Hr ⊂ H(p) of regular points (see Mañé



16 I.P. LONGO, R. OBAYA, AND A.M. SANZ

[41]), i.e., for every h ∈ Hr there is an ergodic measure µh ∈ Minv(ω(p), σ) such
that the following limit exists

lim
R→∞

1

R

∫ R

0

E(ht) dt = lim
R→∞

1

R

∫ R

0

h(t) dt =

∫
ω(p)

E dµh .

That is, for every h ∈ Hr, the function h is KBM. In particular, if p ∈ Hr, then
p itself is KBM, although not UKBM. Additionally, note that for a time-average
to approximate sufficiently well each µi, increasingly bigger values tin and Ri

n are
expected. Then the convergence function δ(ε) goes to zero in a slower fashion as
ε → 0. If, on the other hand, p /∈ Hr, the existence of the limit (3.1) could still
hold—in which case the previous conclusions would hold too—but it is in general
not to be expected.

In conclusion, we can affirm that UKBM functions are the natural environment
for performing an averaging method.

3.4. Averaging applied to the EBM close to the upper hyperbolic solu-
tion. In this section, we profit from the dynamical structure of the EBM and its
averaged problem, detailed in Section 2.3, in order to analyse the error caused by
averaging. The presence of locally attracting solutions with exponential rate of
asymptotic convergence for each problem allows us to extend the approximation
due to averaging on a compact interval to the whole positive half-line, in invariant
regions around the hyperbolic solutions. Results of this type are originally due to
Sanchez–Palencia [42, 43] and Eckhaus [44]. We hereby adapt the proof of [37,
Theorem 5.5.1] to the EBM. However, we note that the averaged model is not able
to reproduce the qualitative behaviour of the solutions of the nonautonomous EBM
that is linked to the temporal variation of the coefficients. The arguments used in
this section are necessarily technical in order to provide a rigorous proof of our
statements.

Assume that f(t, T ) is KBM and consider the EBM T ′ = ε0f(t, T ) in (3.7) and

the averaged problem T ′ = ε0f̂(T ) in (3.8). As explained in Section 3.2, we can
assume that f is bounded, Lipschitz in the variable T uniformly for t ∈ R, and
f(t, T ) = 0 if T ≤ 0 or T ≥ 500 for all t ∈ R. Then, thanks to the compact support,

we can just consider the gauges δ(ε) and δ̃(ε) given in (3.4) and (3.6), respectively,
where supT is taken over all T ∈ R.

For ε > 0, let Tε(t, 0, T0) and T ∗
ε (t, 0, T0) be, respectively, the solutions of

the Cauchy problems (3.2) and (3.3), which we intend to compare, in particu-
lar for the value ε = ε0. The theory of averaging provides estimates of the error
supt∈[0,1/ε] |Tε(t, 0, T0)− T ∗

ε (t, 0, T0)| on long time intervals [0, 1/ε]. Generally, the

averaging error is of order O
(√

δ(ε)
)
on the interval [0, 1/ε] (see [37, Theorem 4.3.6]

for the precise statement), but improved error estimates such as O
(
δ(ε)

)
can be

obtained under additional conditions (see [37, Theorem 4.5.5]).
Note that, although the results of averaging are typically written for initial con-

ditions at 0, this is not restrictive since, if the initial condition is given at a different
time T (t0) = T0, one can look at the translated map (Tε)t0(t) = Tε(t + t0), which
is a solution of the translated equation T ′ = ε ft0(t, T ) with (Tε)t0(0) = Tε(t0). In
fact, when f(t, T ) is UKBM, then the averaging theory provides estimates of the
error supt∈[t0,t0+1/ε] |Tε(t, t0, T0)−T ∗

ε (t, t0, T0)| uniformly for t0 ≥ 0 in terms of the

gauge δ̃(ε), just as before.
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Figure 5. The hyperbolic solutions in (2.6) of the quasi-periodic
EBM: a1(t) above, r(t) in the middle and a2(t) below. The maps
a1(t) and a2(t) are depicted in red solid lines (attractors) and r(t)
in a blue solid line (repeller). Their averages between 1900 and
2024 are depicted in dashed lines. The hyperbolic equilibria of the
averaged model are depicted in black solid lines. Note that the
three panels do not have the same scale on the vertical axis.

Precisely, the results in this section apply to EBMs (3.7) with bounded and uni-
formly continuous time varying coefficients I(t) and m(t) that are UKBM, and such
that the map of semiequilibria and concavity zones in Figure 4 (left figure) applies.
Basically, this happens if I(t) and m(t) vary between the same bounds as those of
the quasi-periodic model in Section 2.2; see also Figure 3. Then, as explained in Sec-
tion 2.3, the EBM and its averaged problem respectively admit an attractor-repeller
pair within the interval of temperatures [273.5K, 305K], which lies in the upper
region of concavity: see a1(t) in (2.6) and let us denote by T ∗

a the exponentially
stable equilibrium of the autonomous model (3.8) inside [275K, 305K].

Consider a temperature interval I0 = [T1, T2] ⊂ [275, 300] that contains both the
equilibrium T ∗

a and the attracting solution a1(t), t ∈ R of the EBM, and determines
a positively invariant band for both problems (in particular, this happens if g∗(T1) >
0 and g∗(T2) < 0 for the maps in Figure 3). Let us fix a time τ0 ≥ 0 and let us
introduce, for each ε > 0 and h > 0, the formula of the averaging error on the
interval [t0, t0 + h/ε] uniformly for t0 ≥ τ0 and for initial temperatures in I0,

EI0(ε, h) := sup
t0≥τ0, T0∈I0

t∈[t0,t0+h/ε]

|Tε(t, t0, T0)− T ∗
ε (t, t0, T0)| . (3.10)

The averaging theory says that E{T0}(ε, h) → 0 as ε → 0, for each T0 and h > 0

fixed, and the rate of convergence can be expressed in terms of the gauge δ̃(ε),
as it was indicated before. On the other hand, if now ε > 0 is fixed, EI0(ε, h) ≤
2 ∥f∥∞h → 0 as h → 0: just note that we can bound |Tε(t, t0, T0)− T ∗

ε (t, t0, T0)| ≤
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2 ∥f∥∞h by adding and subtracting T0 and applying the Mean Value Theorem
twice.

Our main interest is in the averaging error for the fixed value of ε = ε0, when the
solutions are those of the EBM and its averaged model. For this reason, from now
on we shall simply denote by T (t, t0, T0) and T ∗(t, t0, T0) the solutions of (3.7) and
(3.8), respectively. Also, for simplicity, we reuse the notation T ′ = g(t, T ) for the
EBM (2.3) in Section 2, so that the averaged EBM (3.8) is written as T ′ = ĝ(T ).

By the monotonicity of the solutions of scalar ODEs, for all T0 ∈ I0 = [T1, T2],
T ∗(t, 0, T1) ≤ T ∗(t, 0, T0) ≤ T ∗(t, 0, T2) and, since ĝ

′ is nonincreasing in the concave
zone [275, 300], ĝ ′(T ∗(t, 0, T0)) ≤ ĝ ′(T ∗(t, 0, T1)) for all t ≥ 0. Now, because ĝ is of
class C1 and ĝ ′(T ∗

a ) < 0, by the robustness of the property of uniform asymptotic
stability for linear equations, the linear variational equation along the solution
T ∗(t, 0, T1), that is, T

′ = ĝ ′(T ∗(t, 0, T1))T , is also uniformly asymptotically stable
(note that T ∗(t, 0, T1) → T ∗

a as t → ∞). Therefore, there exists an ℓ0 > 0 (which
implicitly depends on ε0, and on the band’s endpoint T1 of I0) such that

exp

∫ t

0

ĝ ′(T ∗(s, 0, T0)
)
ds ≤ 1

2
for all T0 ∈ [T1, T2] and t ≥ ℓ0 . (3.11)

Then, it follows that for all t0 ≥ τ0 and all initial conditions within the band
T0,1, T0,2 ∈ [T1, T2],

|T ∗(t, t0, T0,1)− T ∗(t, t0, T0,2)| ≤
1

2
|T0,1 − T0,2| for all t ≥ t0 + ℓ0 . (3.12)

To see it, first note that the problem T ′ = ĝ(T ) is autonomous and then use the
Mean Value Theorem to write

|T ∗(t, t0, T0,1)− T ∗(t, t0, T0,2)| = |T ∗(t− t0, 0, T0,1)− T ∗(t− t0, 0, T0,2)|

=

∣∣∣∣ ∫ 1

0

∂T ∗

∂T0

(
t− t0, 0, λ T0,1 + (1− λ)T0,2

)
dλ

∣∣∣∣ |T0,1 − T0,2|

=

∣∣∣∣ ∫ 1

0

(
exp

∫ t−t0

0

ĝ ′(T ∗(s, 0, λ T0,1 + (1− λ)T0,2)
)
ds

)
dλ

∣∣∣∣ |T0,1 − T0,2|

≤ 1

2
|T0,1 − T0,2| ,

where (3.11) has been applied in the last inequality for each λ ∈ [0, 1]. We remark
that we have chosen the value 1/2 for the contraction process, but any value of
0 < γ < 1 would work equally well.

For the value of ε0, taking h0 = ε0 ℓ0 > 0, we affirm that the uniform averaging
error bound in (3.10) on a positively invariant band of temperatures around the
hyperbolic attractor, can be extended to the whole half-line by doubling it. Namely,

sup
t0≥τ0, T0∈I0

t∈[t0,∞)

|T (t, t0, T0)− T ∗(t, t0, T0)| ≤ 2 EI0(ε0, h0) . (3.13)

In order to prove this fact, we shall use a summation trick due to Sanchez-Palencia
[42], following the proof of [37, Theorem 5.5.1]. For each t0 ≥ τ0, consider the
partition of the positive half-line

[t0,∞) =
⋃
j≥0

[
t0 + j

h0

ε0
, t0 + (j + 1)

h0

ε0

]
=:
⋃
j≥0

Jj .
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For t ∈ J0 we have (3.10). Now, if we assume that

sup
t∈Jj

|T (t, t0, T0)− T ∗(t, t0, T0)| ≤
( j∑

n=0

1

2n

)
EI0(ε0, h0) , (3.14)

then, for t ∈ Jj+1 we can write

|T (t, t0, T0)− T ∗(t, t0, T0)| ≤
|T (t, t− ℓ0, T (t− ℓ0, t0, T0))− T ∗(t, t− ℓ0, T (t− ℓ0, t0, T0))|

+ |T ∗(t, t− ℓ0, T (t− ℓ0, t0, T0))− T ∗(t, t− ℓ0, T
∗(t− ℓ0, t0, T0))|

≤ EI0(ε0, h0) +
1

2
|T (t− ℓ0, t0, T0)− T ∗(t− ℓ0, t0, T0)|

≤
(
1 +

1

2

j∑
n=0

1

2n

)
EI0(ε0, h0) =

( j+1∑
n=0

1

2n

)
EI0(ε0, h0) ,

where we have applied (3.10) and (3.12) in the second-to-last inequality and the
induction hypothesis (3.14) in the last one. Therefore, we can conclude that the
formula in (3.14) works for all j ≥ 0 and since

∑∞
n=0

1
2n = 2, and this has been

done for each t0 ≥ τ0, the averaging error estimate in (3.13) holds.
To finish this section, we get some estimations of l0 and h0 for the quasi-periodic

EBM. Since the derivative ĝ ′ is decreasing in the concave zone and the band [T1, T2]
is invariant, ĝ ′(T ∗(s, 0, T0)) ≤ ĝ ′(T1) for all T0 ∈ [T1, T2], t ≥ ℓ0 and s ∈ [0, t].
Thus, as far as ĝ ′(T1) ≤ 0, we can just take ℓ0 such that exp(ĝ ′(T1) ℓ0) ≤ 1/2 in
order to fulfil condition (3.11). Note that, according to Figure 3, at some temper-
ature T ∗

1 in between 275 and 276, ĝ ′(T ∗
1 ) = 0 and there is a change of sign in the

derivative. In fact, we can get close to this point, and still get reasonable values
for ℓ0 keeping h0 really small. We collect some values in Table 2, taking invariant
symmetric bands with respect to the averaged temperature 288.5 of the attracting
solution a1(t), containing both a1(t) and T+

a —see Figure 5. For the calculations
we have just taken ε0 = 1.2 · 10−3.

[T1, T2] ĝ ′(T1) ℓ0 h0

[280, 297] -0.8568 0.809 0.000971
[276, 301] -0.4620 1.500 0.001800

[275.7, 301.3] -0.1583 4.379 0.005254

Table 2. Some values of ℓ0 and h0 for different invariant bands
in the quasi-periodic EBM

4. Climate models response and sensitivity

The notions of climate response and sensitivity are markedly autonomous as
they rely on the existence of an attracting equilibrium. Emerging from [18], the
equilibrium climate sensitivity (ECS, for short) has been defined as the increase
in global mean surface temperature due to radiative forcing change after the fast-
acting feedback processes in the earth system reach equilibrium (e.g., see [17, 45,
46, 47]; also see [31, 23, 48] for different approaches). However, equilibria, in the
sense of stationary solutions, are rare objects for truly nonautonomous dynamical
systems. It is therefore necessary to accordingly extend these notions.
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4.1. A nonautonomous version of two-point response functions. We use
the two-point climate response and sensitivity introduced by [49, 17] as a basis
and inspiration for our definitions. Let T ′ = g(t, T ) and T ′ = g̃(t, T ) be two
alternative energy balance models for the average atmospheric temperature of the
planet, which is considered to be the observable in our climate systems. For a
given initial state T0 ∈ R+ at initial time t0 ∈ R, we define the two-point response
function R1(·, t0, T0) : [t0,∞) → R+ as the map that compares the temperature

evolution as time passes, according to the solutions T (·, t0, T0) and T̃ (·, t0, T0) of
the respective equations:

R1(t, t0, T0) = T̃ (t, t0, T0)− T (t, t0, T0) , t ≥ t0 . (4.1)

Note that, since constant solutions are not expected, both solutions are evaluated
after the lapse of time t− t0, to take into account the effect of the variation of the
vector fields with time.

Under standard regularity assumptions on the vector fields, the response function
R1 is continuously differentiable, and for all t0 ∈ R and T0 ≥ 0,

R1(t0, t0, T0) = 0 , and R′
1(t

+
0 , t0, T0) = g̃(t0, T0)− g(t0, T0) , (4.2)

where R′
1(t

+
0 , t0, T0) denotes the right derivative of R1(t, t0, T0) at t0. On the other

hand, it is clear that, in general, the limit of R1(t, t0, T0) as t → ∞ does not
exist. Nonetheless, if we assume that both models fall within the dynamical de-
scription in Section 2.3, the asymptotic behaviour of R1 can be described in terms
of the asymptotic behaviour of the global hyperbolic attractors a1(t) and ã1(t),
t ∈ R respectively of T ′ = g(t, T ) and T ′ = g̃(t, T ) in the band of temperatures
T0 ∈ [275, 305]. From (2.6) applied to both models we can deduce that there exist
constants c0 > 0 and α > 0 such that

|R1(t, t0, T0)− (ã1(t)− a1(t))| ≤ c0 e
−α(t−t0), for t ≥ t0 , T0 ∈ [275, 305] . (4.3)

In other words, for sufficiently large t > t0 the function R1(t, t0, T0) approximates
the dynamical behaviour of ã1(t) − a1(t) independently of the initial condition
T0 ∈ [275, 305].

In addition to the response function R1, it is reasonable to define an ”average”
two-point response function R2, whose limit as t → ∞ is expected to be finite
at least in the uniquely ergodic case. Precisely, we define the average two-point
response function R2(·, t0, T0) : (t0,∞) → R+ as

R2(t, t0, T0) =
1

t− t0

∫ t

t0

∣∣T̃ (s, t0, T0)− T (s, t0, T0)
∣∣ ds

=
1

t− t0

∫ t

t0

∣∣R1(s, t0, T0)
∣∣ ds . (4.4)

The function R2 is also continuous and differentiable in t. Moreover, by the fun-
damental theorem of calculus, R2 can be extended with continuity to [t0,∞), since
limt→t+0

R2(t, t0, T0) = |R1(t0, t0, T0)| = 0 for all t0 ∈ R and T0 ∈ R+, and it is also
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right differentiable at t0. It suffices to apply L’Hôpital’s rule and (4.2) to write

R′
2(t

+
0 , t0, T0) := lim

t→t+0

R2(t, t0, T0)

t− t0
= lim

t→t+0

∫ t

t0

∣∣R1(s, t0, T0)
∣∣ ds

(t− t0)2

= lim
t→t+0

|R1(t, t0, T0)
∣∣

2 (t− t0)
=

1

2

∣∣R′
1(t

+
0 , t0, T0)

∣∣ = ∣∣g̃(t0, T0)− g(t0, T0)
∣∣

2
,

for all t0 ∈ R and T0 ∈ R+. Additionally, provided that (4.3) holds, by the definition
of R2 in (4.4) we can bound∣∣∣∣R2(t, t0, T0)−

1

t− t0

∫ t

t0

∣∣ã1(s)− a1(s)
∣∣ ds∣∣∣∣

≤ 1

t− t0

∫ t

t0

∣∣∣∣R1(s, t0, T0)
∣∣− ∣∣ã1(s)− a1(s)

∣∣∣∣ ds
≤ 1

t− t0

∫ t

t0

∣∣R1(s, t0, T0)−
(
ã1(s)− a1(s)

)∣∣ ds ≤ c0
1− e−α(t−t0)

α (t− t0)
.

Consequently, if the map
∣∣ã1(t) − a1(t)

∣∣ is UKBM, then the limit as t → ∞ of
R2(t, t0, T0) exists and its value is independent of t0 and T0 ∈ [275, 305]. This issue
has been addressed in Section 3.3. If the omega-limit set of this map for the shift
flow is uniquely ergodic, the map is UKBM. This happens, for instance, if both
attracting maps a1(t) and ã1(t) are quasi-periodic, as it turns out in quasi-periodic
models. In this case, if the omega-limit set is an n-dimensional torus and µ is
the unique ergodic measure, then, for the evaluation map defined in (3.9), due to
Birkhoff‘s ergodic theorem it holds that

lim
t→∞

R2(t, t0, T0) =

∫
Tn

E dµ .

If the omega-limit set ω(p) of the map p(t) =
∣∣ã1(t)−a1(t)

∣∣ is not uniquely ergodic
but still p(t) is KBM, then for each (t0, T0), limt→∞ R2(t, t0, T0) exists and lies in
the finite interval [r1, r2] for

r1 := inf
µ

∫
ω(p)

E dµ and r2 := sup
µ

∫
ω(p)

E dµ ,

where both the inf and the sup are taken over all the normalised invariant measures
in ω(p).

In particular, one can use the above defined response functions to compare the
dynamics of the nonautonomous EBM T ′ = g(t, T ) in (2.3), assuming that g(t, T ) is
a KBM function, and its averaged counterpart T ′ = ĝ(T ) introduced in Section 3.2.
Note that in this case a1(t) is the hyperbolic solution representing the current state
of the climate whereas ã1(t) ≡ T ∗

a is the hyperbolic equilibrium of the autonomous
averaged problem. Then, (4.3) implies that R1(t, t0, T0) asymptotically behaves
as T ∗

a − a1(t) and therefore it shows the same recurrency properties of g. The
asymptotic behaviour of R2(t, t0, T0) is instead related to the behaviour of the
average of |T ∗

a − a1(t)|. Numerical evidence of such asymptotic behaviours for the
model with the quasi-periodic forcing presented in Section 2.2 is shown in Figure 6.
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Figure 6. R1(t, t0, T0) (in blue) and R2(t, t0, T0) (in orange) for
the quasi-periodic and average models starting at t0 = 1990 with
T0 the attracting equilibrium of the averaged problem and t ∈
[1990, 2020].

4.2. Modelling CO2 forcing in the nonautonomous EBM. A typical assump-
tion is that the forcing due to emissions acts additively with respect to (2.3). In
other words, we consider the differential equation

T ′ = g(t, T ) + F (C(t)) , (4.5)

where

F (C) = a0

(
a1 − a2(C − C0)

2 + a3(C − C0)− a4
√
N
)
log(C/C0) (4.6)

with a0 = 1.05, a1 = 5.2488, a2 = 2.48 · 10−7, a3 = 7.59 · 10−4, a4 = 2.15 · 10−3,
C represents equivalent concentration of CO2 (CO2-eq) in ppm (parts per million)
and C0 is a baseline equivalent concentration of CO2 in ppm so that F (C0) = 0 [50].
Since our model (2.3) is adjusted to have its attracting solution around the average
surface temperature of 288.5 K in 2022, the formula (4.6) is hereby considered with
C0 = 530 ppm—the value of CO2-eq in 2022, extracted from [50]. For the sake of
simplicity, we shall neglect the contribution of N , which represents the abundance
of N2O in ppb (parts per billion).

In order to assess the physical consistency of (4.5), we note that (4.6) assumes
a negative value F (278.3) = −3.3441 at the preindustrial level of carbon dioxide
concentration of 278.3 ppm—value also extracted from [50]. Arguing as in Step 1 in
Section 2.3, the model (4.5) with constant term F (278.3) has an attractor-repeller
pair in the band of temperatures [273.5, 305]. Just note that the value of g∗(275.5)
is close to 5.8127, the relative maximum value of g∗ (see Figure 3), so that a map
of semiequilibria and concavity regions similar to the one in Figure 4 (left figure)
applies to the present induced skew-product flow. Moreover, the relevant attractor
of (4.5) with constant term F (278.3) has numerical average of 287.4 K, which is
roughly 1.1 K less than the average of the attractor of (2.3) (see also Fig. 7).
Therefore, (4.5) and (4.6) together appear to provide a reasonable approximation
of the expected dynamics in the years 1850 and 2022.

We shall consider two types of time-dependent profiles for the carbon dioxide
emissions C(t) in (4.5)-(4.6). The first type dates back to Charney [18] and consists
of performing an instantaneous doubling (or quadrupling, etc.) of the preindustrial
concentration of CO2 in the atmosphere,

C(t) =

{
278.3 if t ≤ 1850

2γ · 278.3 if t > 1850
, for γ = 1, 2, 3 .
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From a mathematical standpoint, the instantaneous doubling (or quadrupling, etc.)
gives rise to a discontinuity in time for the differential equation (4.5). Although this
discontinuity is fundamentally innocuous, it does require a bit of care when con-
structing the skew-product flow, in that the differential equation cannot be treated
as a standard one but it needs to be understood in the context of Carathéodory
differential equations [51]. Roughly speaking, this means that when reading (4.5)
we need to think of the equivalent integral problem

T (t) = T (t0) +

∫ t

t0

[
g(s, T (s)) + F (C(s))

]
ds

and choose a suitable integral topology for the construction of the hull [51, 52].
The second type of time-dependent profile for C(t) simulates five emissions sce-

narios of the possible future evolution of the climate on Earth depending on the
emission of anthropogenic drivers of climate change, mitigation strategies and their
impact on the human population. The five scenarios are called Shared Socioeco-
nomic Representative Pathways (SSPs) and described in the 6th assessment re-
port (AR6) on climate change of the Intergovernmental Panel for Climate Change
(IPCC) [19]. Their qualitative features are summarised in Table 3.

The high and very high greenhouse gases emissions scenarios (SSP3-7.0 and
SSP5-8.5) have CO2 emissions that roughly double from current levels by 2100 and
2075, respectively. The intermediate greenhouse gases emissions scenario (SSP2-
4.5) has CO2 emissions remaining around current levels until the middle of the
century. The very low and low greenhouse gases emissions scenarios (SSP1-1.9
and SSP1-2.6) have CO2 emissions declining to net zero around 2050 and 2070,
respectively, followed by varying levels of net negative CO2 emissions.

The pathways are labelled as SSPx-y, where ’SSPx’ refers to the Shared Socioeco-
nomic Pathway describing the socioeconomic trends underlying the scenarios, and
‘y’ refers to the level of radiative forcing (in watts per square metre, or W ·m−2)
resulting from the scenario in the year 2100.

The five scenarios are implemented by considering a shape-preserving piecewise
cubic interpolation of the assumed average CO2-eq concentration before the indus-
trial revolution, estimated in 278.3 ppm, the available yearly data from 1979 till
2023 in [50], and the qualitative information on the future of the SSPs reported
in Table 3. Note that the cumulative radiative forcing does not exactly match the
ones of the SSPs at the year 2100 because N in (4.6) has been neglected.

Furthermore, also the EBM (4.5) with time-dependent forcing F (C(t)) has an
attracting solution in the band of temperatures of interest, for any of the pathways
of evolution mentioned above for carbon dioxide emissions (see Figure 7), including
abrupt ones. The arguments to prove it are similar to those used in Step 2 in
Section 2.3. Let us explain it with a bit of detail. First, note that the forcing
term does not affect the zones of concavity of the initial EBM T ′ = g(t, T ) in
(2.3) but the hull of g(t, T ) + F (C(t)) is different from the hull of g(t, T ) built in
Section 2.3. We assume that C(t) remains constant before the preindustrial time
and after the year 2100 for the hull construction, and we use a weak topology (see
[16]) for the jump functions modelling an abrupt increase of CO2, since in this
case the equation is in the context of Carathéodory [51, 52], as already mentioned
before. The map F is nondecreasing for the values of C we are considering. Thus,
F (C(t)) has its minimum value at F (278.3) = −3.3441 and its maximum value
at, say, F (C1), and for all the maps h(t, T ) in the new hull it holds that 0 <
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Name Radiative Forcing Concentration Pathway
shape

SSP1–1.9 ≈ 1.9 Wm−2 in 2100 with
limited or no overshooting

≈ 400 CO2-eq in 2100 Peak around
2050 and
decline

SSP1–2.6 ≈ 2.6 Wm−2 in 2100 with
high overshooting

≈ 450 CO2-eq in 2100 Peak around
2070 and
decline

SSP2–4.5 ≈ 4.5 Wm−2 at stabiliza-
tion after 2100

≈ 650 CO2-eq (attained at
stabilization after 2100)

Stabilization;
no overshoot

SSP3–7.0 ≈ 7 Wm−2 in 2100 ≈ 1035 CO2-eq in 2100 Rising

SSP5–8.5 ≈ 8.5 Wm−2 in 2100 ≈ 1370 CO2-eq in 2100 Rising

Table 3. Socio-Economic Representative Pathways SSP1 – SSP5
equivalent radiative forcing, CO2-eq concentration and pathway
shape. The approximate radiative forcing levels were defined as
±5% of the stated level in Wm−2. Radiative forcing values include
the net effect of all anthropogenic greenhouse gases and other forc-
ing agents. The CO2-eq concentrations were calculated with the
simple formula concentration = 277.15 · exp(forcing/5.2488) on the
base of (4.6) and the analogous calculation in [53, page xiii].

g∗(275.5) − 3.341 ≤ h(t, 275.5) and h(t, T1) ≤ g∗(T1) + F (C1) < 0 for all t ∈ R,
for a sufficiently high temperature T1. This implies that [275.5, T1] determines a
positively invariant band for the induced skew-product flow. Then, by cutting the
vector field at the temperature 275.5 and extending it below using a second order
Taylor expansion at 275.5, we get a strictly concave and coercive vector field that
does have an attractor-repeller pair, the attractor lying in the zone of interest and
the repeller below being meaningless in this context. Figure 7 shows the attracting
solutions of the EBM with the different CO2 forcing terms corresponding to the five
SSPs superimposed and compared to the attracting solution of (4.5) with C ≡ 278.3
ppm—preindustrial CO2-eq concentration.

4.3. Response functions and climate sensitivity in EBMs with CO2 forc-
ing. In this section, the response functions R1 (4.1) and R2 (4.4) are used to
compare the EBM T ′ = g(t, T ) + F (278.3) for the map g given in (2.3) with the
perturbed model T ′ = g(t, T ) + F (C(t)), when a time-dependent forcing F (C(t))
intervenes.

We note that our approach is coherent with the response to forcing, and equi-
librium (or asymptotic) response for autonomous models, as introduced in [45]. In
fact, if an autonomous model T ′ = g(T ) has a hyperbolic attracting equilibrium at
Ta and the model is perturbed by a (possibly time-dependent) forcing ∆f(t), that
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t (years)

T
(K

)

Figure 7. The attracting solutions of the EBM with CO2 forc-
ing are superimposed and compared to the attracting solution of
(4.5) with C ≡ 278.3 ppm—preindustrial CO2-eq concentration—
in red. Blue corresponds to SSP1–1.9, orange to SSP1–2.6, yellow
to SSP2–4.5, purple to SSP3–7.0 and green to SSP5–8.5.

is, T ′ = g(T ) + ∆f(t) with solutions T̃ (t, t0, T0), t ≥ t0, then, by taking T0 = Ta,

the response function R1(t, t0, Ta) = T̃ (t, t0, Ta) − Ta suits the definition in [45],
as well as its asymptotic behaviour given by limt→∞ R1(t, t0, Ta) (note that the
limit may not be well-defined) suits the notion there called equilibrium response.
In fact, the asymptotics of the response function R1 reduces to the equilibrium
climate sensitivity, ECS, considered in [18] when g does not depend on time, ∆f is
an abrupt doubling of the preindustrial concentration of CO2 and T0 is the stable
equilibrium corresponding to the warm climate state in the preindustrial era. This
is also the classical setup for most studies on climate sensitivity, which has become
increasingly detailed and quantitative assessing a likely range of 1.5 − 4.5 K, see
[46]. More recently, the study of ECS has also focused on the transient dynamics
after abrupt doubling of CO2 (see for example [54, 3]).

Figure 8 shows the graph of the response functions R1(t, t0, T0) (left-hand side)
and R2(t, t0, T0) (right-hand side) as functions of time t, where t0 = 1850 and T0

is the numerically approximated value of the attractor of (4.5) with C = 278.3 in
the year 1850 after a transient of 6850 years has been disregarded. The two-point
response to the SSPs is shown maintaining the same color scheme of Figure 7 and
juxtaposed to three additional scenarios accounting for the abrupt increase of CO2

by a factor 2γ , with γ = 1, 2, 3 (depicted in shades of gray). The left panel is
especially interesting, since it can be observed that the quasi-periodic oscillation
almost completely cancels out in the difference of the temperatures as defined in
(4.1). This is an expected behaviour for differential equations as the magnitude of
a perturbation tends to zero (see for example how oscillations on the fast timescale
tend to disappear for the green curve close to the year 1850) due to continuous vari-
ation of solutions on compact intervals, but it does not generally extend to greater
perturbations. There are, nonetheless, reasonable physical arguments supporting
this model behaviour: in all the scenarios considered, the quasi-periodic forcing is
identical. As a result, we expect the oscillations in the temperature profiles on the
fast timescale to follow the same patterns of upward and downward movement, with
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only the amplitude varying. This amplitude increase becomes more pronounced as
nonlinear effects begin to dominate.

t (years)

R1

γ = 1

γ = 2

γ = 3

t (years)

R2

γ = 1

γ = 2

γ = 3

Figure 8. Response functions R1 on the left and R2 on the right.
Colors correspond to the SSPs. Grey curves to abrupt CO2 in-
crease by a factor 2γ with γ = 1, 2, 3.

In order to study the variation of the response with respect to the forcing, we
consider the notion of the two-point climate sensitivity parameter (see [55, 17]),

S1(t, t0, T0) :=
R1(t, t0, T0)

F (C(t))− F (C(t0))
, t > t0 ,

which is well-defined as long as ∆F (C(t)) := F (C(t)) − F (C(t0)) ̸= 0 for t > t0.
Note that S1(t, t0, T0) can be extended to t0 with continuity in all the cases under
consideration: for the abrupt increase of CO2, ∆F (C(t)) is a positive constant for
t > t0, so that S1(t0, t0, T0) := limt→t+0

S1(t, t0, T0) = 0. For the five emission

scenarios in Table 3, using L’Hôpital’s rule and (4.2) we have

S1(t0, t0, T0) := lim
t→t+0

S1(t, t0, T0) = lim
t→t+0

R′
1(t, t0, T0)

F ′(C(t))C ′(t)
=

0

F ′(C(t0))C ′(t0)
= 0

because the last denominator is different from zero. The numerical experiments
for the five emission scenarios and the abrupt CO2 increase by a factor 2γ with
γ = 1, 2, 3 are shown in the left-hand panel of Figure 9. It is possible to appreciate
that the response in temperature roughly corresponds to 0.34 times the variation of
forcing, highlighting a substantial proportionality for the considered range of values
of CO2. In fact, applying this relation on the time interval [1900, 2050], where the
linearity is more evident, R1(t, t0, T0) ≃ 0, 34 (F (C(t))−F (C(t0))), one can deduce
the same behaviour when any two of the perturbed models T ′ = g(t, T )+F (C1(t))
and T ′ = g(t, T ) + F (C2(t)) are compared through the corresponding response

function R̃1(t, t0, T0), that is, R̃1(t, t0, T0) ≃ 0, 34 (F (C1(t))− F (C2(t))).
An averaged two-point climate sensitivity parameter can be analogously defined

using R2 and the average variation of forcing,

S2(t, t0, T0) :=
R2(t, t0, T0)

1

t− t0

∫ t

t0

∆F (C(s)) ds

, t > t0 .

Once more distinguishing the cases of abrupt CO2 increase and the five emission
scenarios, one can check that S2 can be extended with continuity to t0 by taking
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S2(t0, t0, T0) = 0. Numerical simulations for the five emission scenarios in Table
3 and the abrupt CO2 increase by a factor 2γ with γ = 1, 2, 3 are shown in the
right-hand panel of Figure 9.

t (years)

S1

t (years)

S2

Figure 9. Sensitivity functions S1 on the left and S2 on the right.
Colors correspond to the SSPs. Grey curves to abrupt CO2 in-
crease by a factor 2γ with γ = 1, 2, 3. The overlapping of all graphs
shows a general agreement of the sensitivity functions despite the
different types of forcings.

5. Random coefficients

In this section, we clarify the construction of the chaotic coefficient used in
Section 2.2 to emulate the behaviour of the cloud cover. As we shall rigorously
explain, the starting point is in the chaotic features of the uniformly expanding
circle maps. From this discrete process, we construct a continuous time flow via
linear interpolation, which inherits the properties of chaos.

Let S1 = R/(2πZ) be the unit circle and consider the map φ : S1 → S1, θ 7→ 2θ
mod 2π. A discrete forward dynamical system on S1 is generated by the iteration of
φ. Note that backward extensions of semiorbits are nonunique for this semiflow. In
particular, (S1, φ) is chaotic in the sense of Devaney [56, Example 8.6]. This means
that the system satisfies the properties of sensitive dependence on initial conditions,
density of periodic orbits and topological transitivity. Since S1 is compact, topo-
logical transitivity is equivalent to the existence of a positive semitrajectory that
is dense (see Auslander and Yorke [57]). Moreover, from [41, Proposition I.11.4] it
follows that the set S ⊂ S1 of initial data with dense semitrajectory is residual and,
in particular, dense.

Let us consider the set (S1)Z of bi-directional sequences of elements in S1. (S1)Z
endowed with the product topology is a compact metric space with distance between

Θ = (θn)n∈Z ∈ (S1)Z and Θ̂ = (θ̂n)n∈Z ∈ (S1)Z defined by

d(Θ, Θ̂) =
∣∣eiθ0 − eiθ̂0

∣∣+ ∞∑
n=1

1

2n

(∣∣eiθn − eiθ̂n
∣∣+ ∣∣eiθ−n − eiθ̂−n

∣∣) ,
where | · | denotes the usual Euclidean distance in the plane. Next, we shall consider
the closed subsets C+, C− ⊂ (S1)Z made up of complete (respectively forward and
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backward) trajectories in S1 through φ, that is, the sets

C+ =
{
(θn)n∈Z | θn+1 = φ(θn), for all n ∈ Z

}
,

C− =
{
(θn)n∈Z | θn−1 = φ(θn), for all n ∈ Z

}
,

with the induced topology. Note that one can define two homeomorphisms (i.e., con-
tinuous bijections with continuous inverse), the left shift Λl : C+ → C+ and the
right shift Λr : C− → C− (see for example [56]) as the maps

Λl

(
(θn)n∈Z

)
= (θn+1)n∈Z and Λr

(
(θn)n∈Z

)
= (θn−1)n∈Z .

It is easy to check that the map J : C+ → C−, (θn)n∈Z 7→ (θ−n)n∈Z is also a
homeomorphism. Moreover, it is clear that

J ◦ Λl = Λr ◦ J ,

where ◦ is the composition operator. Thus, the compact flows (C+,Λl) and (C−,Λr)
are topologically conjugated. Furthermore, C− is topologically conjugated to the in-
verse limit space for the doubling map φ, as originally introduced by R.F. Williams
(see [56, Section 2.5]). In turn, this inverse limit space is topologically conjugated
to the solenoid in R3, which is a geometric model in the class of attractors known as
expanding attractors, and is chaotic in the sense of Devaney. Thus, we obtain the
same chaotic properties as well as the same geometric interpretation of (C+,Λl).

We shall now proceed to extend the dynamics of the uniformly expanding circle
map φ to a continuous real flow via linear interpolation. For every fixed Θ =
(θn)n∈Z ∈ C+ consider the complex function pΘ : R → C defined by

pΘ(t) = (t− ⌊t⌋)eiθ⌊t⌋+1 + (1− t+ ⌊t⌋)eiθ⌊t⌋ ,

where ⌊t⌋ is the floor function of t, i.e., the greatest integer below t—note that
t− ⌊t⌋ ∈ [0, 1). Additionally, consider the sets of complex functions

H0 =
{
pΘ | Θ ∈ C+

}
and H =

{
pt | p ∈ H0 , t ∈ [0, 1]

}
,

where pt(s) = p(t + s) for every s ∈ R, as usual. Endow both sets with the
compact-open topology, which is also generated by the distance

d(p, p̂) = sup
t∈[−1,1]

|p(t)− p̂(t)|+
∞∑

n=1

1

2n
sup

t∈[n,n+1]∪[−n−1,−n]

|p(t)− p̂(t)| .

Now notice that the time-1 translation σ1 : H0 → H0, p 7→ σ1(p) = p1 is contin-
uous and it is topologically conjugated to the discrete semiflow (C+,Λl) via the
homeomorphism

Ĵ : C+ → H0, Θ 7→ Ĵ(Θ) = pΘ , which verifies Ĵ ◦ Λl = σ1 ◦ Ĵ .

Let us now take into consideration the continuous-time shift on H, σ : R×H → H,
(t, p) 7→ pt. It is easy to see that this map is well-defined and continuous. Thus,
(H, σ) is a continuous flow on a compact metric space. By construction, it inherits
the property of chaos in the sense of Devaney.

The reasoning above allows to conclude the existence of a residual set G ⊂ H
such that for every p ∈ G the semitrajectory {pt | t ≥ 0} is dense in H. This means
that such semitrajectory (randomly) approximates every other function in H on
intervals of any arbitrary length. More precisely, chosen p̂ ∈ H and a sequence of
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positive real numbers (Tn)n≥1, with Tn → ∞, there is a sequence of positive times
(tn)n≥1, with tn → ∞, such that

sup
t∈[0,Tn]

|p(tn + t)− p̂(t)| < 1

n
for all n ≥ 1 .

It is obvious that such function p cannot be UKBM as it does not admit an average
and therefore, the methods of averaging are not applicable for this type of function.
This information is particularly relevant in the context of climate, where random-
ness and chaoticity are essential ingredients of the dynamics. Therefore, a rigorous
autonomous approximation of an EBM cannot be attained (in general) via averag-
ing methods. However, not everything is lost: in Figure 10 the upper attracting
hyperbolic solution of the quasi-periodically forced EBM (representing nowadays
climate) is depicted in red and compared with the corresponding solutions of two
hundred chaotically perturbed instances of the EBM (in gray) obtained using differ-
ent initial conditions for the continuous extension of the uniformly expanding map
presented above. The solution of one of such chaotically forced EBM is highlighted
in blue. It is possible to appreciate that such solution combines a time-dependent
behaviour which is remnant of the quasi-periodic forcing, with a more erratic be-
haviour due to the chaotic forcing. The gray cloud of chaotic trajectories closely
surrounds the quasi-periodic one, providing numerical evidence of the robustness
of hyperbolic solutions: given an ε > 0 there exists a δ = δ(ε) > 0 such that, if
the equation with a hyperbolic solution is perturbed by a term of norm up to δ,
then the perturbed equation also has a hyperbolic solution which is located within
distance ε of the initial hyperbolic solution. In the context of climate dynamics,
this means that it is worth singling out the main frequencies to construct a quasi-
periodic EBM (to which the methods of averaging can be applied) and then exploit
hyperbolicity to extend the error estimates to the whole real line (Section 3.4) and
to “small” random forcing. In Figure 11 we also show the response and sensitivity
functions for the forced EBM (4.5) varying the chaotic term in the cloud cover.

To finish, let us remark that the chaotic flow H built upon the uniformly ex-
panding circle map φ can be embedded into a much larger set P, which is also
chaotic in the sense of Devaney (see Dueñas et al. [7, Theorem 3.8]). Namely, for
appropriate constants k1, k2 > 0,

H ⊂ P = {p ∈ C(R,C) | ∥p∥∞ ≤ k1, Lip(p) ≤ k2} ,
for the standard sup-norm and Lipschitz-norm, and P contains random bounded
perturbations of the elements in H as well as functions which are not KBM. This
construction permits to apply deterministic methods to analyse the dynamics of
“almost stochastic equations”, that is, equations with a time-dependent coefficient
subject to a random variation. This is the case of the coefficient Im(pΘ(t)) in (2.4),
given by the imaginary part of a map in H0.

6. Conclusions

Our study investigates a nonautonomous, aperiodic energy balance model (EBM),
employing the skew-product framework alongside recent advances in the theory of
scalar nonautonomous concave and coercive differential equations. This approach
enables a rigorous characterization of the model’s dynamics, revealing the existence
of two attracting and one repelling hyperbolic solutions. Notably, despite its sim-
plicity, the model captures qualitative features of global atmospheric temperature
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t (years)

T
(K

)

Figure 10. Graph of two hundred temperature profiles (in gray)
solving the initial value problem (2.3), with T (2024) = T0 being the
value of the hyperbolic attractor (in red) of the quasi-periodically
forced differential equation at the year 2024, for different initial
conditions on S1 = R/(2πZ) for the chaotic map φ : S1 → S1,
θ 7→ 2θ mod 2π. Highlighted in blue is the initial condition θ0 =
π
√
5/2 mod 2π for φ, which was also used to create the chaotic

cloud profile in Figure 2.

variability that closely mirror observed data. Crucially, the nonautonomous formu-
lation introduces genuine dynamical complexity—permitting bifurcations that give
rise to behaviors such as almost automorphic dynamics or chaos, which are excluded
in the autonomous case but potentially relevant near critical climate transitions.

A key outcome of our analysis is the identification of substantial limitations
in approximating nonautonomous EBMs with autonomous models. We provide a
rigorous application of the averaging method to highlight these pitfalls—often over-
looked in the literature. In particular, the presence of chaotic and stochastic influ-
ences in climate systems undermines the theoretical justification for autonomous
approximations.

Nevertheless, when averaging theory is applicable, we demonstrate how hyper-
bolicity can be leveraged to extend the validity of error estimates between the
nonautonomous and averaged models. Specifically, within suitable neighborhoods
of hyperbolic trajectories, these estimates can be prolonged from compact time
intervals to the entire positive half-line. Furthermore, we show that hyperbolic so-
lutions persist under small stochastic perturbations, allowing for a quantitatively
controlled extension of the error estimates even when averaging theory no longer
applies.

This work provides a comprehensive and rigorous account of the dynamics of
zero-dimensional nonautonomous EBMs, including under climate forcings consis-
tent with IPCC’s Socio-Economic Representative Pathways for the 21st century.
The results underscore the necessity and potential of nonautonomous methods
in theoretical climate science and aim to encourage further adoption of such ap-
proaches in the field.
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t (years)

R1

t (years)

S1

Figure 11. The upper panel shows the response functions with
respect to the preindustrial model T ′ = g(t, T ) + F (278.3) for
fifty temperature profiles for each SSP in table 3 (Each color
identifies one specific SSP).The fifty temperature profiles for each
SSP correspond to fifty uniformly distributed initial conditions on
S1 = R/(2πZ) for the chaotic map φ : S1 → S1, θ 7→ 2θ mod 2π
forcing in (2.3). The lower panel shows the parameter sensitivity
function for the same setup. Note that the two panels have differ-
ent scales on the vertical axis from the ones in Figures 8 and 9,
respectively.
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[16] Longo IP, Núñez C, Obaya R. 2024 Critical transitions for scalar nonautonomous systems

with concave nonlinearities: some rigorous estimates. Nonlinearity 37, 045017.

[17] Ashwin P, von der Heydt AS. 2020 Extreme sensitivity and climate tipping points. Journal
of Statistical Physics 179, 1531–1552.

[18] Charney JG. 1979 Carbon Dioxide and Climate: A Scientific Assessment. Washington, DC:

National Academy of Science.
[19] IPCC. 2023 Climate Change 2023: Synthesis Report. Contribution of Working Groups I, II

and III to the Sixth Assessment Report of the Intergovernmental Panel on Climate Change
[Core Writing Team, H. Lee and J. Romero (eds.)]. IPCC, Geneva, Switzerland.

[20] Fraedrich K. 1979 Catastrophes and resilience of a zero-dimensional climate system with ice-

albedo and greenhouse feedback. Quarterly Journal of the Royal Meteorological Society 105,
147–167.

[21] Saltzman B. 2002 Dynamical paleoclimatology: generalized theory of global climate change

vol. 80. Academic Press.
[22] McGuffie K, Henderson-Sellers A. 2014 The climate modelling primer. John Wiley & Sons.

[23] Dijkstra HA, Viebahn JP. 2015 Sensitivity and resilience of the climate system: A conditional

nonlinear optimization approach. Communications in Nonlinear Science and Numerical Sim-
ulation 22, 13–22.

[24] Alexandrov DV, Bashkirtseva IA, Crucifix M, Ryashko LB. 2021 Nonlinear climate dynamics:

From deterministic behaviour to stochastic excitability and chaos. Physics Reports 902, 1–60.
[25] Widiasih ER. 2013 Dynamics of the Budyko Energy Balance Model. SIAM Journal on Applied

Dynamical Systems 12, 2068–2092.
[26] Zaliapin I, Ghil M. 2010 Another look at climate sensitivity. Nonlinear Processes in Geo-

physics 17, 113–122.

[27] Schmutz WK. 2021 Changes in the Total Solar Irradiance and climatic effects. Journal of
Space Weather and Space Climate 11, 40.

[28] Liu H, Koren I, Altaratz O, Chekroun MD. 2023 Opposing trends of cloud coverage over land
and ocean under global warming. Atmospheric Chemistry and Physics 23, 6559–6569.

[29] Dijkstra HA. 2005 Nonlinear Physical Oceanography. A Dynamical Systems Approach to the

Large Scale Ocean Circulation and El Niño. Springer.

[30] Ghil M, Chekroun M, Simonnet E. 2008 Climate dynamics and fluid mechanics: Natural
variability and related uncertainties. Physica D 237, 2111–2126.

[31] Chekroun M, Simonnet E, Ghil M. 2011 Stochastic climate dynamics: Random attractors
and time-dependent invariant measures. Physica D 240, 1685–1700.

[32] De Saedeleer B, Crucifix M, Wieczorek S. 2013 Is the astronomical forcing a reliable and

unique pacemaker for climate? A conceptual model study. Climate Dynamics 40, 273–294.



NONAUTONOMOUS MODELLING IN ENERGY BALANCE MODELS OF CLIMATE. 33
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[42] Sanchez-Palencia E. 1975 Méthode de centrage et comportement des trajectoires dans l’espace

des phases. Ser. A Compt. Rend. Acad. Sci. 280, 105–107.
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