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 A B S T R A C T

Accurate atomic data for lanthanides, particularly neodymium (Nd), are essential for astrophysical applications, 
including modelling kilonova opacity and determining stellar abundances. However, reliable experimental data 
for these ions remain scarce due to the spectral complexity of the lanthanides. In this study, we present a 
comprehensive characterisation of a high-resolution spectroscopic setup optimised for measuring transition 
probabilities of Nd lines. The system consists of a 1.5 m Czerny-Turner spectrometer coupled to a high-
sensitivity CMOS detector, achieving a resolving power of up to 150,000. A modified hollow cathode lamp, 
originally developed at Imperial College London, was used to generate a stable neodymium plasma using 
argon as a carrier gas. We include an in-depth characterisation of our high-resolution setup, including spectral 
calibration, resolution assessment, instrument response function, and CMOS noise analysis. The validity of 
the partial local thermodynamic equilibrium (pLTE) assumption in the hollow cathode lamp was tested 
by measuring transition probabilities for 15 Nd II lines in the spectral range 378–521 nm. The derived 
transition probabilities show agreement within 30% of the reference values. This validation paves the way 
for accurate measurements of currently unreported Nd III transition probabilities, providing critical data for 
future astrophysical modelling efforts.
. Introduction

The demand for high-precision experimental atomic data for lan-
hanides, particularly neodymium, is well established, given their crit-
cal role in accurate astrophysical modelling. Neodymium has been 
dentified in several astrophysical environments [1–7], including the 
-band spectra of APOGEE [1] and the recent Gaia data release [2]. 
ts abundance has also been reported in the solar photosphere [3], 
pen clusters [4], a large sample of FGK stars [5], and hot chem-
cally peculiar stars [6]. The detection of the neutron star merger 
W170817 [8] and its electromagnetic counterpart AT2017gfo [9,
0] further underlined the importance of accurate atomic parameters 
or ionised lanthanides — such as Nd III — in modelling kilonova 
pacities [7,11–13]. The number of theoretical atomic structure cal-
ulations aimed at improving opacity estimates for kilonova modelling 
as increased in recent years [7,14–16]. However, their reliability still 
epends on validation by experimental measurements [17]. The lack of 
omprehensive and accurate experimental atomic data remains one of 
he main limitations to the refinement of kilonova models [7,11,14,15,
8].

∗ Corresponding author.
E-mail address: pratyushranjan.sen-sarma@uva.es (P.R. Sen Sarma).

Despite their astrophysical importance, experimental atomic data 
for the lanthanides remain scarce — mainly due to the extreme spec-
tral complexity resulting from their open 4f subshells, which produce 
densely packed, line-rich spectra that require high-resolution spectro-
scopic setups for accurate analysis. Among these elements, doubly 
ionised neodymium (Nd III) is particularly under-characterised. While 
recent work has reported experimental energy level analyses for Nd 
III [19,20], reliable experimental transition probabilities (Einstein A 
coefficients for spontaneous emission) are still missing from major 
databases such as the Atomic Spectra Database (ASD) from the National 
Institute of Standards and Technology (NIST) [21]. Moreover, accurate 
experimental lifetimes, which are important for the measurement of 
transition probabilities using branching fractions, are scarce [22].

Our laboratory, which has provided high-precision transition prob-
abilities for noble gases over the last three decades [23–25], aims to 
help fill this gap by reporting new experimental transition probability 
values for Nd III in future publications. As a step towards this goal, 
we have improved the resolving power of our experimental setup by 
integrating a PCO Edge 4.2 UV CMOS camera (6.5 μm pixel size) 
with a 1.5 m Jobin-Yvon Czerny-Turner spectrometer equipped with 
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Fig. 1. Schematic representation of the experimental setup. M1, M2: plain 
mirror; F1: flap to block light during background measurements.

a 2400 lines/mm grating. This configuration allows the detection of 
spectral lines with a minimum full width at half maximum (FWHM) of 
approximately 4.5 pm at 632.8 nm — an improvement over previous 
setups that achieved 20 pm with an optical multichannel analyser 
(OMA) and 7 pm with an intensified CCD (ICCD). We are also using a 
custom-built hollow cathode lamp (HCL), based on a design developed 
at the Fourier Transform Spectroscopy Laboratory at Imperial College 
London, which has been shown to effectively produce Nd III lines for 
energy level studies [19,20].

This paper presents a detailed characterisation of the upgraded 
experimental system, including dispersion calibration, spectral reso-
lution measurement, determination of spectral sensitivity (instrument 
response function) using calibrated deuterium and tungsten standard 
lamps, and dark-noise analysis of the CMOS detector. To assess the 
validity of the partial local thermodynamic equilibrium (pLTE) as-
sumption in our custom-built hollow cathode lamp, we measured the 
transition probabilities of 15 prominent Nd II lines in the spectral re-
gion 378–521 nm using the Boltzmann plot method and compared them 
with the reliable experimental results of Den Hartog et al. 2003 [3]. If 
pLTE holds for Nd II, then it increases the likelihood of pLTE in Nd 
III under similar plasma conditions. In future work, we aim to extend 
this approach of transition probability measurement to Nd III, enabling 
the determination of transition probabilities without relying on the 
currently insufficient number of experimental lifetimes.

2. Experimental setup

Our experimental setup, depicted in Fig.  1, integrates three essential 
components: the hollow-cathode lamp as the primary plasma source, a 
diffraction grating spectrometer to collect the radiative emission, and 
the CMOS PCO Edge 4.26 UV camera to capture the emitted spectra.

Hollow-cathode emissions containing the spectral signature of the 
cathode material are acquired using a spectrometer paired with a CMOS 
detector. During spectrum acquisition, light from the lamp is reflected 
by mirror M2 onto the entrance slit of the spectrometer, with flap F1 
in its retracted position, as indicated by the dotted lines in Fig.  1. 
The spectrometer isolates light of the selected wavelength — defined 
by its syntony, i.e., the wavelength centred on the detector — and 
directs it to the detector to record the spectrum. Mirror M1 is used for 
the reconstruction of self-absorbed spectral lines as described in [23]. 
The motorised components — M1, M2, F1, and the grating — are 
synchronised and controlled via GPIB communication using an Agilent 
A/D converter.

2.1. Plasma source

The plasma source used in this study, shown in Fig.  2, is a custom-
built hollow cathode lamp measuring 23 cm in length and 6.6 cm in 
2 
Fig. 2. Schematic diagram of the modified hollow-cathode lamp. (For inter-
pretation of the references to colour in this figure legend, the reader is referred 
to the web version of this article.)

diameter. It has a symmetrical geometry with two tungsten anodes 
and a central cathode fitted with a replaceable hollow cylindrical 
insert made of the target material — in this case, neodymium. The 
neodymium insert has a length of 40 mm, an outer diameter of 10 mm, 
an inner diameter of 8 mm, and a purity of 99.9%. A DC power supply 
(Fug-Elektronik GmbH, 8200 Rosenheim, Germany) of up to 1 A and 
2 kV in series with an 800 Ω ballast resistor ignites and maintains the 
plasma. The emission is collected from one end of the lamp through 
a 3 mm thick, 5 cm diameter fused silica window (WFS-503) with 
an effective light collection aperture of 3.6 cm for coupling into the 
spectrometer.

This lamp design originates from the Fourier Transform Spec-
troscopy Laboratory at Imperial College London, where it was initially 
developed for spectroscopic studies of iron group elements and later 
adapted for studies of doubly ionised neodymium (Nd III) [19,20,26–
29]. The primary motivation for selecting this lamp is its demonstrated 
ability to produce a stable Nd III plasma, as confirmed by previous 
studies [19,20]. Such plasma conditions are unlikely to be reliably 
achieved with commercial hollow cathode lamps or alternative sources 
such as laser-induced breakdown spectroscopy (LIBS), which, although 
successful for neutral and singly ionised neodymium (Nd I, II) [3,30–
32], have not provided Nd III data.

However, in its original configuration, the plasma extended beyond 
the hollow cylindrical cathode insert and interacted with the cathode 
mounts. To improve sputtering from the cathode and to better confine 
the discharge between the electrodes, three key modifications were 
made, as shown in Fig.  2: (i) stainless steel holders (orange) were added 
to the anodes to improve plasma confinement, (ii) tungsten rings (red) 
replaced the exposed stainless steel surfaces to reduce unwanted sput-
tering, and (iii) Teflon rings (yellow) were added to shield the cathode 
holders and prevent plasma interaction with non-target components. 
These modifications effectively concentrated the discharge energy on 
the cathode material, improving the stability of the lamp at higher 
currents.

To assess the effect of the changes in the design of the Hollow 
Cathode Lamp (HCL) on its discharge behaviour, we compared its 
operating characteristics before and after the changes. To maximise the 
signal-to-noise ratio in the recorded spectra, the lamp was positioned 
at 14 cm from the entrance slit of the monochromator so that the light 
entering the spectrometer corresponds to the full solid angle subtended 
by the cathode diameter. Before operation, the lamp is evacuated to a 
base pressure of 10−3 Pa using a Pfeifer DUO 5M rotary vacuum pump 
(model 35614, Asslar). Argon, used as a carrier gas, is then introduced 
continuously at controlled pressures ranging from 20 Pa to 200 Pa. The 
gas flow is controlled by an MKS Type 1179 A Mass-Flo controller, and 
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Fig. 3. Gas discharge curves comparing the modified and original lamp 
designs with a hollow cylindrical neodymium cathode insert. Vertical lines 
of matching colour indicate the discharge currents at which the transition 
from the normal to the abnormal glow regime occurs for each corresponding 
discharge curve.

an Edwards APG200 Pirani manometer monitors the operating pressure 
inside the hollow cathode lamp.

With the modified lamp in operation, we examined how its dis-
charge characteristics compared with those of the original configura-
tion. Low-pressure glow discharges are well known to offer superior 
spectroscopic conditions compared to arc discharges [33]. This regime 
is characterised by a self-sustained plasma in which the current in-
creases linearly with voltage. In the original design using an iron 
cathode insert, gas discharge curves confirmed operation within this ab-
normal glow regime over a wide range of currents [34] and for different 
values of pressure inside the lamp. However, when a neodymium cath-
ode insert was used, the discharge initially occurred in the Townsend 
regime—a low-current phase that is marked by the ionisation of the gas 
molecules by collision with electrons accelerated by the applied electric 
field. Transition to the abnormal glow regime occurred only at higher 
discharge currents, indicating that more energy input was required to 
achieve the same spectroscopic conditions.

This behaviour changes with the modified design. Fig.  3 compares 
the gas discharge curves for the modified and original lamp configura-
tions using a neodymium cathode at 30 Pa. In addition, the discharge 
characteristics of the original design at 20 Pa are also included. In the 
original configuration, the transition from normal to abnormal glow 
occurred at a lower current when the pressure was reduced, consistent 
with the expected increase in transition current with pressure. At 30 
Pa, the transition in the original design occurred at 0.32 A, while in 
the modified design, it occurred at a significantly lower current of 
0.17 A. This lower transition current at the same pressure enables 
the modified lamp to operate across a wider current range within the 
desired discharge regime, without reaching the current limit of the 
power supply.

Furthermore, the modified lamp demonstrates improved plasma 
stability at higher currents, as evidenced by the ability to measure 
the discharge curve at current levels unattainable with the original 
configuration due to the unstable behaviour of the lamp.

2.2. Spectrometer

We use a 1.5 m Jobin-Yvon spectrometer with a square reflective 
diffraction grating of side 11 cm with a spatial period of 2400 lines/mm 
optimised for 400 nm. Fig.  4 shows the schematic diagram of it. The 
radiation emitted from the lamp containing spectral data from the 
neodymium cathode and the carrier gas is guided to the entrance slit 
RE by mirror M2 from (Fig.  1). After reaching the parabolic mirror 
E  (focal length 1.5 m), it is collimated and directed to the reflective 
1

3 
Fig. 4. Schematic diagram of the monochromator. RE: entrance slit of the 
spectrometer, E1, E2: parabolic mirrors with f as focal length, DG: reflective 
diffraction grating, E3: plane mirror and 𝜖: constant deviation semi-angle of 
the spectrometer.

grating DG. The grating isolates the light of the selected wavelength 
and directs it to the second parabolic mirror E2, which focuses it on the 
CMOS detector with the help of the plane mirror E3. The configuration 
used is a single-pass Czerny-Turner, providing a constant deviation 
angle (2𝜖 in Fig.  4) of 0.1102 radians. This setup covers a spectral 
range of 200 nm to 800 nm and offers a resolving power of up to 
150,000 at 450 nm. Changing the syntony from 200 nm to 800 nm 
takes approximately 14 min, and the integration time to acquire and 
store a spectrum (spectral range ≈ 3 nm) is less than 1 s. The width of 
the entrance slit can be adjusted from 10 μm to 1500 μm.

2.3. Detector

In this work, we have integrated a PCO Edge 4.2 bi-USB sCMOS 
camera from Excelitas Technologies as the detector in our experimental 
setup. This highly sensitive, low-noise imaging device is optimised 
for precise spectral analysis. It features a 13.3 mm × 13.3 mm back-
illuminated scientific CMOS (bi-sCMOS) sensor with 2048 × 2048 
active pixels, each measuring 6.5 μm × 6.5 μm. The sensor offers a 
quantum efficiency of up to 95% at 600 nm, making it ideal for low-
light imaging. It covers a spectral range of 190–1100 nm, with our 
experiment utilising the 200–800 nm range.

An adjustable forced-air Peltier system cools the sensor, effectively 
minimising dark noise during long exposures. Data is transferred via 
a USB 3.1 Gen 1 interface, allowing high-speed data acquisition. The 
camera supports adjustable exposure times from 21 μs to 20 s, provid-
ing versatility for different experimental conditions.

To align the detector, a He–Ne laser was positioned in front of the 
spectrometer, and the syntony was set to 632.8 nm. The image of the 
spectrometer’s entrance slit, formed by the laser light on the detector’s 
optical sensor, was observed using the camera control software [35]. 
The detector was translated horizontally along the optical axis, per-
pendicular to the spectrometer’s exit plane, to sharpen the image and 
achieve optimal focus. Additionally, the detector was rotated such that 
the horizontal border of the detector was as parallel as possible to the 
optical bench.

3. Image to spectra

After an image is acquired with the detector, a one-dimensional 
spectrum (intensity versus wavelength) is typically obtained by adding 
up the intensity of all the pixels in the same column. However, the 
spectrometer’s entrance slit is not a rectangle. Monochromators op-
erating as spectrometers work off-axis and use a curved entrance slit 
so that all its points are at the same distance from the optical axis 
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Fig. 5. Plot created by superimposing individual figures of the image of the 
monochromator’s entrance slit falling on different positions of the detector 
using the 632.8 nm line of a He–Ne laser.

and therefore they will be equally affected by optical aberrations [36]. 
Consequently, this curvature manifests in the spectral lines formed at 
the monochromator’s exit plane where the detector is positioned. Thus, 
it is important to consider the curvature of the entrance slit when 
converting the captured 2D image into a 1D spectrum.

To measure the curvature of the entrance slit, a He–Ne laser emit-
ting at 632.8 nm was carefully aligned with the spectrometer, and the 
resulting image of the spectral line falling on the camera sensor was 
captured using the camera control software [35]. The monochromator 
was incrementally tuned in steps of 0.1 nm to scan the image of the 
entrance slit across the detector. Fig.  5 displays the composite image 
of the spectral lines acquired at different monochromator tunings. It 
should be noted that the figure presents a horizontal concatenation of 
the individual line images obtained at each tuning step. These images 
reveal the curvature of the spectral lines at the monochromator’s exit 
plane, which reflects the curvature of the entrance slit. The red dots in 
the figure indicate the pixels with maximum row intensity for each line; 
these points are used to model the curvature and to ensure accurate 
spectral extraction from the camera images.

Two models were employed to fit the curvature of the entrance slit: 
circular and parabolic fits. The purpose of fitting these models is to 
determine which model best represents the curvature and ensures more 
precise spectral measurements.

Circular Fit: In this model, the curvature of the entrance slit is 
approximated as part of a circle. Using the row maxima from the 
captured images, a least-squares fitting method was applied to fit a 
circular arc to the observed data. The circle is described by three 
parameters: the radius of curvature 𝑟, and the coordinates of the centre, 
𝑥0 and 𝑦0. The fitting function is:
(𝑥 − 𝑥0)2 + (𝑦 − 𝑦0)2 = 𝑟2

where 𝑥 and 𝑦 are the pixel coordinates of the entrance slit’s image, 𝑟
is the radius of curvature, 𝑥0 and 𝑦0 are the coordinates of the centre 
of the circle.

Parabolic Fit: The parabolic fit was applied using the equation:
𝑦 = 𝑥𝑣 − 𝑎(𝑥 − 𝑦𝑣)2

where 𝑎 is the parabolic coefficient, and 𝑥𝑣 and 𝑦𝑣 represent the fitted 
vertex coordinates of the parabola. This equation describes how the 
curvature of the entrance slit is approximated as a parabolic arc. The 
4 
Fig. 6. Comparison of spectra for the He–Ne laser line at 632.8 nm, illustrating 
results obtained using the circular fit model and the linear sum.

same method as above was used for fitting and the parameters were 
extracted.

We chose the circular model because a circular slit is practically 
more feasible to make than a parabolic slit, making the circular model 
more realistic.

By solving the circular model [36] and organising pixels according 
to their positions relative to the curve, we classify them into distinct 
channels. Each channel represents a group of pixels illuminated by light 
of the same wavelength. Consequently, the resulting spectrum displays 
irradiance on the vertical axis and channels on the horizontal axis. The 
intensity associated with a given channel is calculated as follows:

col = ⌊𝑥⌋

frac = 𝑥 − col

I (channel) =
2048
∑

𝑦=1
img(col,y)*(1-frac)+img(1+col,y)*frac

The notation ⌊𝑥⌋ represents the greatest integer less than or equal 
to x, also known as the floor function. This method ensures that the 
curvature of the entrance slit is properly accounted for when generating 
the spectra from the image, leading to improved spectral resolution.

Ignoring the curvature of the entrance slit during spectral extraction 
leads to a significant degradation in spectral resolution by increasing 
the full width at half maximum (FWHM) of the spectral lines, causing 
them to become asymmetric, and also reduces the signal-to-noise ratio 
(SNR), introducing uncertainties in spectral analysis, particularly in the 
calculation of intensities of spectral lines. Fig.  6 compares spectra for 
the He–Ne laser line at 632.8 nm, illustrating results obtained with 
a circular fit and when the curvature is not taken into account. The 
spectrum generated using the circular model gives an FWHM of 4.18 
channels or 4.59 pm (the process of converting channels to wavelength 
is discussed in the next section), whereas the linear sum fails to produce 
a well-defined line, making the FWHM meaningless.

4. Calculation of dispersion

Dispersion calibration of a spectroscopic experimental setup is crit-
ical when using a multi-channel detector. It provides an accurate 
understanding of the wavelength range covered by each detector chan-
nel. As previously described, our experimental setup measures in the 
wavelength range from 200 nm to 800 nm. Due to the use of a diffrac-
tion grating spectrometer, the nm/channel ratio varies over this range. 
Accurate spectral data along the wavelength axis therefore requires 
thorough dispersion calibration. In addition, the dispersion characteris-
tics can vary between different detector channels, emphasising the need 
for a comprehensive calibration.

The dispersion calibration method involves finding the ratio of the 
difference in wavelength (𝜆 − 𝜆 ) of two lines whose wavelengths 
2 1
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(𝜆1, 𝜆2) are known with high precision from [21], and the distance in 
channels between them in the spectrum. We have only chosen those 
pairs of lines whose transition probabilities are greater than 106 s−1, 
which are separated from each other by at least 0.02 nm, but fit within 
2048 channels of the detector and have high intensity as indicated 
in [21]. Using this approach, we measure the inverse linear dispersion 
for the intermediate wavelength between 𝜆1 and 𝜆2 using the following 
equation: 

𝑑𝜆
𝑑𝑐ℎ𝑎𝑛𝑛𝑒𝑙

(

𝜆1 + 𝜆2
2

)

=
𝜆2 − 𝜆1
𝛥𝑐ℎ𝑎𝑛𝑛𝑒𝑙

(1)

where 𝛥channel corresponds to the difference between the centres of 
the spectral lines

We used a sodium (Na) spectral lamp and the in-house hollow-
cathode lamp for this calibration. The spectral lamps were carefully 
aligned with the experimental setup and the spectrometer was tuned 
to the appropriate wavelengths. We measured seven doublets (six ar-
gon (Ar) and one sodium (Na)), four argon triplets, and sets of four, 
five, and eight argon lines, spanning a wavelength range from 200 
to 800 nm [37]. All chosen lines fit within the 2048 channels of the 
detector. Finally, the inverse linear dispersion for each doublet was 
calculated using Eq. (1).

Based on the monochromator scheme provided in Fig.  4, the disper-
sion equation can be expressed as: 

𝑑𝜆
𝑑𝑐ℎ𝑎𝑛𝑛𝑒𝑙

=
𝜆𝑐(−𝐵𝐸 +

√

1 + 𝐸2 − 𝐵2)
2𝐵𝑓 (1 + 𝐸2)

(2)

with:

𝐸 =
sin(2𝜖)

1 + cos(2𝜖)

𝐵 = 𝜆
2𝑑(1 + cos(2𝜖))

where, the constant deviation semi-angle 𝜖 ≈ tan(𝜖) = (150∕2)∕1360 =
0.0551 ± 0.0005 radians; 𝜆 is the wavelength; 2𝑑 represents the spatial 
period of the diffraction grating DG, which is 1∕2400 lines/mm; 𝑓
denotes the focal length of the monochromator’s collecting mirrors (𝐸1
and 𝐸2) and 𝑐 denotes the width of the detector pixels. The values of 
𝑓 and 𝑐 as specified by the manufacturers are 1500 mm and 6.5 μm 
respectively, thus the calculated value of the ratio of the manufacturer 
given values 𝑐∕𝑓 = 4.33 × 10−6.

However, when the experimental values of 𝑑𝜆
𝑑𝑐ℎ𝑎𝑛𝑛𝑒𝑙  from Eq. (1) 

are used in Eq. (2) to calculate the same ratio, the mean value is 
4.38 × 10−6. This discrepancy between the manufacturer’s and exper-
imental values arises because, in practice, 𝑓 represents the distance 
between the collecting mirror (𝐸2) and the sensor of the camera, which 
ideally should match the focal length of 𝐸2. Still, the experimental 
measurements account for factors such as the setup’s depth of focus, 
and pixel dimension irregularities (𝛥𝑐 ≈ ±0.5 μm as provided by 
the manufacturer). Fig.  7 shows how the experimental c/f changes 
with wavelength. The difference in the experimental values and the 
calculated values increases after 550 nm. This is probably due to the 
anti-reflective coating, which is discussed later.

We use the mean of the experimental values of 𝑐∕𝑓 = 4.38 × 10−6

in Eq.  (2) to derive the calculated values of inverse linear dispersion 
over the wavelength range of 200 nm to 800 nm. Fig.  8 presents 
the experimental inverse linear dispersion (obtained using Eq.  (1)), 
shown in blue, and the calculated inverse linear dispersion (shown in 
red) obtained using Eq.  (2) with experimental 𝑐∕𝑓 values. In yellow, 
we present the inverse linear dispersion values calculated using the 
same equation with the pixel values from the previous ICCD camera 
(= 13.9 μm). This plot highlights the improvement in resolution, as the 
dispersion value (pm/channel) for the ICCD camera was twice as large 
as the value obtained with the CMOS camera.

Fig.  8 shows that the inverse linear dispersion for both the present 
and the past setup decreases with increasing wavelength.
5 
Fig. 7. Comparison of experimental c/f and the one calculated with the 
specifications provided by the manufacturer.

Fig. 8. Comparison of the experimental (blue) and calculated (red) inverse 
linear dispersion values for the CMOS camera, along with the corresponding 
calculated values for the ICCD camera (yellow). (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web 
version of this article.)

We have also investigated the dependency of the dispersion charac-
teristics with channels for a given wavelength. To investigate this, we 
recorded the Ar II lines at 726.5 nm and 727.06 nm and the Na I doublet 
at 588.99 nm and 589.6 nm. By changing the wavelength falling on the 
centre of the photodetector of the camera, we moved these lines across 
the detector channels. We then applied the following equation to assess 
the dependence of the inverse linear dispersion on the channels. 

𝑑𝜆
𝑑𝑐ℎ𝑎𝑛𝑛𝑒𝑙

(

𝑐ℎ𝑎𝑛𝑛𝑒𝑙1 + 𝑐ℎ𝑎𝑛𝑛𝑒𝑙2
2

)

=
𝜆2 − 𝜆1
𝛥𝑐ℎ𝑎𝑛𝑛𝑒𝑙

(3)

The values obtained from Eq. (3) for the Ar II lines were analysed 
to determine the mean, which was found to be equal to that obtained 
from Eq. (1). Similarly, for the Na I doublet, the mean of the values 
from Eq. (3) matched the result from Eq. (1). These results confirm 
that the dispersion does not depend on the detector’s channel. Fig.  9 
shows the dependence of the inverse linear dispersion on the channel 
number: the Ar II experimental data are shown in solid blue and the 
corresponding calculated value from Eq. (1) is shown as a dashed blue 
line, while the corresponding data for the Na I doublet are shown in 
solid red and dashed red lines, respectively.

5. Noise characterisation

Several types of noise can limit the performance of CMOS cameras, 
with dark noise being the most significant. Dark noise is the random 
signal generated in the absence of light, primarily arising from two 
sources: thermal noise and dark current.
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Fig. 9. Dependence of the inverse linear dispersion with the detector’s chan-
nels and their mean values.

Thermal noise occurs due to the random motion of charge carriers 
within the semiconductor material of the sensor, which is influenced 
by the detector temperature [38,39]. As the temperature increases, so 
does thermal noise. In our setup, the PCO Edge 4.2 bi sCMOS camera is 
equipped with an adjustable Peltier cooling system that uses forced air 
(fan) to regulate the temperature and reduce thermal noise during long 
exposures. This system requires approximately 2 to 3 min to stabilise 
after the CMOS camera is powered on. Allowing the sensor to reach 
thermal equilibrium by operating it for a few minutes before data 
acquisition minimises fluctuations in thermal noise.

Dark current, by contrast, refers to the unwanted flow of current 
through the sensor even when no light is present, caused by thermal 
excitations of charge carriers. Dark current can manifest as non-uniform 
pixel readings across the sensor, leading to noise in the final data.

To investigate the characteristics of dark current, we captured and 
summed 500 dark frames (images in the absence of light) using slit 
widths of 25 μm and 70 μm, with exposure times of 50 μs, 100 μs, and 
500 μs. Additionally, 200 dark frames were captured and summed with 
a 25 μm slit width under the same exposure conditions to explore the 
dependence of noise on the number of captures. Our results revealed 
that dark noise is independent of slit width and exposure time and 
is primarily influenced by the number of frames captured. This is 
illustrated in Fig.  10, where the 𝑦-axis represents measured intensity for 
every pixel of the detector, and the 𝑥-axis corresponds to pixel number 
(numbered from the upper left to the lower right corner, with 2048 
pixels per row). The figure demonstrates dark noise for a 25 μm slit 
width at exposure times of 50 μs, for both 200 and 500 frame captures. 
These findings indicate that dark noise is only sensitive to the number 
of frames acquired rather than to other experimental parameters.

To mitigate the effects of dark noise, we employed dark frame sub-
traction. This technique involves capturing dark frames under the same 
conditions as the light frames (signal frames) and subtracting them 
after both have been converted from images to spectra as previously 
discussed. Dark frames should be captured within seconds of the light 
frames to minimise the effects of temperature fluctuations and spec-
tral dependencies. This process effectively reduces dark noise, taking 
into account its particular spatial distribution in the final spectrum, 
producing cleaner, more reliable data.

Furthermore, we examined the pixel-to-pixel variation in dark noise 
by calculating the coefficient of variation (CV), defined as the ratio 
of the standard deviation to the mean. The CV of the data is 1.13%. 
This slight variation is attributed to a 300-count intensity reduction in 
the top 200 rows (409600 pixels), beyond which the intensity remains 
constant. Fig.  11 highlights the intensity variation across rows 505 
to 515 (pixels 1034240 to 1054720), revealing a periodic distribution 
This behaviour is similar to the one observed in [40] since the readout 
architecture of PCO Edge 4.2 bi sCMOS camera is very similar to that 
6 
Fig. 10. Representation of dark noise for 200 and 500 accumulations in 
orange and blue, respectively, for an exposure time of 50 μs.

Fig. 11. Representation of dark noise obtained for 500 accumulations, expo-
sure time of 500 μs, and a slitwidth of 25 μm from pixels 1034240 to 1054720 
(rows 505 to 515). The red dotted lines represent the end of the previous row 
and the beginning of the next one.

of an ICCD camera as discussed in [40]. Thus this proves that, however 
small, there is a particular spatial distribution of the dark noise in the 
final image.

6. Spectral resolution

The spectral resolution of a spectrometer with a given diffraction 
grating is primarily determined by its entrance slit width and the 
pixel size of the detector. In an ideal, aberration-free spectrometer, 
the spectral line profile, or line spread function (LSF), arises from the 
convolution of the transmission functions of both the entrance slit and 
the detector pixels. Assuming rectangular transmission functions for 
both, the resulting LSF exhibits a trapezoidal shape. When the slit width 
matches the pixel size, the LSF simplifies to a triangular profile, as the 
convolution of two equal-width rectangular functions.

We use the PCO Edge 4.2 bi sCMOS camera to capture the spectrum 
of the 632.8 nm line from a He–Ne laser. Spectra were recorded across 
a range of entrance slit widths, from 5 μm to 130 μm, and exposure 
times from 50 μs to 1300 μs. Fig.  12 presents a comparison of the 
experimental LSF (in blue) and the simulated LSF (in red) for slit widths 
of 20 μm (left) and 40 μm (right), both measured with an exposure time 
of 500 μs.

The experimental and simulated LSFs show good agreement in terms 
of spectral width. This indicates that our theoretical model — based 
on slit width and detector pixel size — predicts the spectral resolution 
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Fig. 12. Measured LSF (in blue) and simulated LSF (solid red) for 20 μm (left) 
and 40 μm (right) for an exposure time of 500 μs. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web 
version of this article.)

Fig. 13. Instrumental broadening in channel units as a function of the en-
trance slit width for an exposure time of 400 ms.

well. However, it is important to mention that the simulated LSF does 
not account for several factors that can influence the LSF’s shape. 
These factors include the laser beam profile, diffraction effects from 
the grating, pixel crosstalk, and slight defocusing, all of which tend to 
smooth the LSF for larger slit widths.

In Fig.  13, the full width at half maximum (FWHM) of the experi-
mental line spread functions (LSFs) is plotted as a function of entrance 
slit width for an exposure time of 400 ms. For the narrowest slit 
widths, the FWHM remains approximately constant, but it begins to 
increase almost linearly above 20 μm - indicating a critical threshold. 
This threshold defines the optimum entrance slit width: narrower slits 
reduce light throughput without improving resolution, while wider slits 
increase signal intensity at the expense of broader instrumental profiles. 
The measured FWHM of the LSF also characterises the instrumental 
broadening of the spectroscopic setup.

It was observed that although exposure time influences signal in-
tensity, it does not affect the full width at half maximum (FWHM) 
of the line spread functions (LSFs) or the spectral resolution of the 
system. This confirms that, for a given detector pixel size and grating, 
the spectrometer’s resolution is primarily governed by the entrance slit 
width. As shown in Fig.  13, instrumental broadening increases with slit 
width and becomes noticeable above approximately 20 μm. Therefore, 
to maximise signal intensity without compromising spectral resolution, 
the slit width can be safely increased up to 20 μm. For the He–Ne laser 
line at 632.8 nm, this configuration yields an instrumental broadening 
of approximately 4.5 pm corresponding to a resolving power of nearly 
150,000 (R = 632.8/0.004), based on the dispersion data in Fig.  8. In 
comparison, the previous setup required a minimum usable slit width 
7 
Fig. 14. Number of resolvable line pairs vs instrumental width.

of 35 μm, resulting in an instrumental broadening of about 7 pm at the 
same wavelength, corresponding to a resolving power of nearly 76,000. 
This demonstrates a significant improvement in spectral resolution with 
the upgraded system.

This narrow instrumental width is crucial for the accurate measure-
ment of the transition probabilities of Nd III, as our lamp — designed 
according to the configuration used in [19,20] — produces emission 
lines from several species, including Ar I, Ar II, Ar III, Nd I, Nd II and 
Nd III. According to the identified line lists available from the NIST 
Atomic Spectra Database [21] (for Ar I, Ar II, Ar III, Nd I, and Nd II) 
and from [19,20] (for Nd III), a total of 3,389 spectral lines or 3388 
consecutive line pairs are expected across these species within 200 nm 
to 800 nm.

To assess the ability of our setup to resolve the identified spectral 
lines present in our emission spectra, we calculated the number of 
line pairs that could be resolved at different resolving powers. We 
calculated the minimum resolving power required to resolve each 
successive line pair using R = 𝜆∕𝛥𝜆 (𝛥𝜆 is the spacing between the 
successive lines and 𝜆 is the wavelength) and determined how many 
would be resolvable above different resolving power thresholds. The 
results, shown in Fig.  14, indicate that with the maximum resolving 
power attained by our setup, more than 3254 of the 3388 identified 
line pairs can be resolved.

It should be noted that Fig.  14 suggests that, given the resolving 
power of our setup, all identified spectral lines from various species 
present in the hollow cathode plasma could be fully resolved. How-
ever, as highlighted in [19,20], only a fraction of the observed Nd III 
lines have been identified and reported. This means that the actual 
distance between two consecutive spectral lines in our spectra will 
be smaller than the estimated distance obtained using the identified 
lines. This highlights one of the major challenges of measuring the 
transition probabilities of doubly ionised neodymium: the large number 
of unidentified lines and the existence of line blends.

7. Response function

Accurate determination of transition probabilities requires precise 
measurement of irradiance ratios. To obtain accurate irradiance val-
ues — or, equivalently, the area under spectral lines — a thorough 
understanding of the spectral sensitivity of the experimental setup is 
essential. The sensitivity is primarily governed by the detector and 
monochromator components, which together define the system’s over-
all response. Therefore, the response function of the setup must be 
characterised across the relevant spectral range and detector channels. 
This characterisation accounts for all factors influencing the system’s 
response, including grating efficiency and the transmission properties 
of the monochromator’s optical elements and the spectral response of 
the detector’s photocathode material.
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Fig. 15. Emission characteristics of the deuterium and the tungsten lamps as 
provided in the calibration certificates.

Fig. 16. 3D representation of the normalised response function 𝑅(𝜆, ch).

Two calibrated lamps, an L2D2 Hamamatsu deuterium lamp (model: 
L6566), calibrated by the manufacturer (within the range of 200–380 nm
and an FEL QHT Osram tungsten lamp calibrated against another incan-
descent lamp calibrated at NIST (for the spectral range of 370–800 nm) 
were used for this purpose. Fig.  15 shows the irradiance emission 
characteristics as provided in the calibration certificates, 𝐼D(𝜆) shown 
in blue for the deuterium lamp and 𝐼W(𝜆) shown in red for the tungsten 
lamp.

The calibration lamps were placed in place of the hollow-cathode 
lamp so that the distance between the hollow-cathode lamp and the 
monochromator was equal to that of the calibration lamp and the 
monochromator. Once the lamps are correctly aligned, spectra are 
captured by tuning the monochromator in 5 nm increments from 200 
to 370 nm for the deuterium lamp and 10 nm increments from 350 
to 800 nm for the tungsten lamp. Background measurements are taken 
after each measurement to subtract the luminous background and the 
dark noise of the detector from each acquired spectrum, and finally, 
the detected irradiance 𝐼𝑑 (𝜆, ch) is obtained.

The response function 𝑅(𝜆, ch) is then calculated using the following 
equations: 

𝑅(𝜆, 𝚌𝚑) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝐶D
𝐼𝑑 (𝜆, 𝚌𝚑)
𝐼D(𝜆)

200 ≤ 𝜆 ≤ 380nm

𝐶W
𝐼𝑑 (𝜆, 𝚌𝚑)
𝐼W(𝜆)

370 ≤ 𝜆 ≤ 800nm
(4)

where 𝐶D and 𝐶W are constants used to equalise the response function 
in the overlapping region (370 nm–380 nm).

Fig.  16 shows the global representation of the normalised analytical 
response function 𝑅(𝜆, ch).

After processing the measurements, there are 76 data sets (covering 
the range 200–800 nm with the specified increments) of 2048 points 
each, describing the function 𝑅(𝜆, ch). To determine the value of the 
8 
Fig. 17. Representation of the response function versus wavelength for chan-
nel 1024 of the detector.

response function for any wavelength and channel, the data points are 
fitted to an analytical function described by the equation:

𝑅(𝜆, ch) =
𝑛𝑖
∑

𝑖=0
𝑎𝑖𝜆

𝑖 +
𝑛𝑗
∑

𝑗=1
𝑏𝑗 (channel)𝑗

+
𝑛𝑘
∑

𝑘1+𝑘2=2
𝑐𝑘1𝑘2𝜆

𝑘2 (channel)𝑘1 (5)

where 𝑎𝑖, 𝑏𝑗 , and 𝑐𝑘1𝑘2  are real numbers, and 𝑘1 and 𝑘2 are natural 
numbers. Once the adjustment is made, the values of the variables 𝑎𝑖, 
𝑏𝑗 , and 𝑐𝑘1 ,𝑘2  are obtained, which allows for the value of the response 
function to be calculated for each wavelength and each channel. A 
representation of the normalised value of the response function at 
channel 1024 and its fit is shown in Fig.  17.

We observed oscillations in the spectra at higher wavelengths during 
the response function measurements. Fig.  18 represents the dependence 
of the response function on channels for different values of wavelength 
syntony within the range of 400 nm to 800 nm. An oscillation in the 
values of 𝑅(𝜆, ch) is observed from 𝜆 = 550 nm, and the distance 
between two consecutive maxima increases with wavelength until 𝜆 =
800 nm.

As discussed earlier (Fig.  7), the experimental c/f values begin to 
diverge noticeably beyond 550 nm, where oscillations in the response 
function also appear. We traced this effect to a flat window placed in 
front of the CMOS sensor, which the manufacturer confirmed to have 
an anti-reflective coating optimised for wavelengths above 250 nm. 
This window introduced interference effects, causing discrepancies of 
approximately 2% in c/f values and up to 4% in spectral intensity 
measurements. Simulations of thin-film interference with non-parallel 
surfaces showed that the oscillations depend on the layer’s thickness, 
the tilt angle of the surface, and the material’s refractive index. To 
minimise these artefacts and reduce measurement uncertainty, the 
camera has been sent back to the manufacturer for window removal.

8. Measurement of Nd II transition probabilities for spectroscopic 
validation

In atomic spectroscopy, there are two widely used methods for 
the experimental determination of transition probabilities (Einstein A 
coefficients), each with specific advantages and limitations depending 
on the plasma source used and the objectives of the study.

The first method is based on the assumption of local thermody-
namic equilibrium (LTE), in which the populations at the atomic upper 
energy levels follow the Boltzmann distribution. By determining the 
plasma population temperature and measuring relative line intensities, 
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Fig. 18. Representation of the response function versus channel for different 
wavelengths between 400 nm and 800 nm.

transition probabilities can be inferred without the need for radiative 
lifetime data [23,24]. This approach is experimentally straightforward, 
but it requires reliable A-values for a set of reference lines to construct 
a Boltzmann plot and obtain the plasma population temperature. The 
Boltzmann method has recently been used to measure the transition 
probabilities of neutral and singly ionised neodymium in studies such 
as [30–32]. The studies in question used plasmas generated by either 
laser-induced breakdown (LIBS) or commercial hollow cathode lamps 
operated at very low currents (a few mA) as a plasma source.

The second method circumvents the LTE assumption by combining 
branching fraction measurements with independently determined life-
times of the upper energy level. A branching fraction is defined as the 
ratio of the intensity of a line to the total intensity of all transitions 
from the same upper level. When multiplied by the inverse of the upper 
level’s radiative lifetime, it gives the absolute transition probability. 
The advantage of this technique is that it is independent of plasma 
conditions or pre-existing A-values, making it applicable in non-LTE 
environments. However, accurate lifetime measurements are required, 
often obtained using techniques such as time-resolved laser-induced 
fluorescence (TR-LIF) [22,41], which can be challenging, particularly 
for high energy levels. In addition, accurate branching fraction determi-
nation requires the detection of all decay channels, some of which may 
lie outside the observable spectral range or suffer from line blending. 
The Nd II transition probabilities from Den Hartog et al. [3] were 
obtained using this method, which combined branching fractions from 
Fourier transform spectra (FTS) obtained with a commercial hollow 
cathode with measured lifetimes.

It is important to note that neither LIBS nor commercial hollow 
cathode lamps operated at low currents can produce doubly ionised 
neodymium (Nd III). Therefore, the use of a custom-built hollow cath-
ode lamp capable of operating at currents up to 1 A is essential for ob-
taining transition probabilities of Nd III. To assess whether this source 
is suitable for transition probability measurements using the Boltzmann 
plot method (as applied in Ferrara et al. [30], Irvine et al. [32], and 
Ryder et al. [31]), it is first necessary to establish the validity of partial 
local thermodynamic equilibrium (pLTE) in the lamp. The presence of 
pLTE is expected to be more likely in our lamp than in conventional 
commercial hollow cathode lamps, as operation at currents up to 1 A 
enhances collisional processes and promotes better thermalisation of 
the energy levels as opposed to a few mA. To test this assumption, 
we selected 15 strong Nd II transitions and determined their transition 
probabilities using the Boltzmann plot method. These results were then 
compared with reliable experimental values reported by Den Hartog 
et al. 2003 [3]. This agreement serves as a validation of the pLTE 
assumption for Nd II in our lamp.

The selected set of 15 Nd II spectral lines is from Table 5 of Den 
Hartog et al. [3], based on their high-accuracy transition probabilities 
(NIST accuracy grades of B or better), log(𝑔𝑓 ) values within ±1 (sig-
nifying strong transitions), and the presence of sufficient intensity in 
spectra measured with our setup.
9 
Fig. 19. The recorded spectrum exhibits emission lines corresponding to Ar I, 
Ar II, Ar III, and Nd II present around ± 1.5 nm of the Nd II line of interest 
at 413.5 nm.

The corresponding spectra were recorded using the CMOS camera 
by tuning the spectrometer to each selected wavelength region. The 
discharge in the lamp was maintained at a current of 450 mA, a voltage 
of 729 V, and at a constant pressure of 30 Pa. The spectra were recorded 
with an exposure time of 0.2 s, a slit width of 25 μm.

Line identification was performed by superimposing reference wave-
lengths from the NIST Atomic Spectra Database [21] for Nd I, Nd II, Ar 
I, Ar II, and Ar III, along with Nd III lines reported by [19,20], onto 
the experimental spectra. The reference lines were horizontally shifted 
to align with the observed peaks. The horizontal axis of each spectrum 
was then converted from detector channels to physical wavelengths (in 
nm) using the known dispersion of the spectrometer. An example of the 
spectrum following the line identification procedure is shown in Fig. 
19. The primary interest in this spectrum is the Nd II line at 413.55 nm 
Den Hartog et al. [3]. The corresponding wavelength and intensity 
values on the vertical lines were obtained from the NIST Atomic Spectra 
Database [21].

For each of the 15 target wavelengths, a spectral segment spanning 
±200 channels (corresponding to approximately 0.6–0.8 nm, depending 
on the dispersion value) was extracted from the recorded data. The 
intensity of each segment was corrected using the calibrated response 
function of the system. As the main broadening mechanism in the 
hollow cathode lamp is Doppler broadening, the extracted spectra 
were fitted using a multi-Gaussian model combined with a linear 
background. The fitting model included the amplitude, centre, and 
width for each Gaussian component, along with parameters for the 
background slope and intercept. An example of the extracted and fitted 
spectrum corresponding to Fig.  19 is shown in Fig.  20. The irradiance 
values shown in Fig.  20 were obtained after the values in Fig.  19 were 
corrected using the calibrated spectral response function. This targeted 
extraction approach was adopted to reduce computational time and 
facilitate efficient processing of the spectra.

To ensure that the selected lines were free from blends from re-
ported or unreported lines, the following criteria were applied:

• The 𝑅2 value of the Gaussian fit was inspected. Lines with 𝑅2 <
0.98 were excluded from the analysis.

• The fitted Gaussian widths were plotted as a function of wave-
length. These widths oscillated around a nearly constant value 
of ∼5 pm. Lines with widths outside the range of 4–6 pm were 
discarded.

• In the case of an undetected blend, the measured line intensity 
would be artificially enhanced, leading to deviations from pLTE 
conditions. In the Boltzmann Plot, this would appear as points 
lying far from the main cluster, and such lines were therefore 
excluded.
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Fig. 20. This shows the extracted spectrum centred around 413.53 nm from 
Fig.  19, with a window of ±200 data points. The blue crosses are he exper-
imental data, the red are the fitted multi-gaussian model. (For interpretation 
of the references to colour in this figure legend, the reader is referred to the 
web version of this article.)

The intensity of these 15 lines was determined by calculating the 
area of the fitted Gaussian and was subjected to uncertainty analysis 
using the propagation framework developed by [25]. The uncertainty 
in the intensity accounts for the closeness of the neighbouring lines, 
blending, and the residuals of the spectral fit, i.e., the uncertainties 
increase if the lines are blended, close to each other, or if the model 
chosen for spectral fitting (a gaussian in this case) is not good enough.

Once the line intensities were obtained, we used the program
TProb.py developed in our laboratory to calculate the transition proba-
bilities of the 15 Nd II lines of interest, together with their uncertainties. 
The programme is freely available in [42] and a detailed description 
containing all the mathematical expressions can be found in [25]. The 
measured intensity values (𝐼) were used to fit Eq.  (6), where 𝜆 is the 
wavelength, 𝑔𝑢 is the statistical weight of the upper level, 𝐴ref  is the 
reference transition probability from Den Hartog et al. [3], and 𝐸𝑢 is 
the upper energy level obtained from ASD NIST [21]. The parameters 𝑏
and 𝑐 were determined by fitting the data to the following expression: 
𝜆𝐼

𝑔𝑢𝐴ref
= exp

(

𝑐 + 𝑏𝐸𝑢
)

(6)

This method, unlike the traditional Boltzmann plot approach, which 
involves a logarithmic transformation, retains the original scale of 
the data and is less affected by points that deviate from the general 
trend [25]. However, it still assumes that the plasma is in local ther-
modynamic equilibrium (LTE), at least among the upper energy levels 
considered.

Once the parameters 𝑏 and 𝑐 were obtained from the exponential 
fitting, the experimental transition probability (𝐴𝑒𝑥𝑝) was recalculated 
by rearranging Eq.  (6) as: 

𝐴𝑒𝑥𝑝 =
𝜆𝐼

𝑔𝑢 exp
(

𝑐 + 𝑏𝐸𝑢
) (7)

The uncertainty in the experimentally determined transition probability 
values (uncexp) was estimated by propagating the uncertainty associated 
with the intensity measurements using a covariance matrix approach, 
incorporating correlations between the peak and width parameters to 
obtain unc𝐴exp

.
This was then combined in quadrature with the uncertainties in the 

reference transition probabilities (unc𝐴ref ) provided by [3]: 

uncexp =
√

unc2𝐴exp
+ unc2𝐴ref (8)

This combined uncertainty accounts for various factors, including 
the assumption of local thermodynamic equilibrium (LTE), possible 
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Fig. 21. Ratio of our experimentally determined transition probabilities to the 
reference values from Den Hartog et al. [3] shown against the upper energy 
levels.

misidentification of spectral lines (which may lead to incorrect inten-
sity values and significantly impact the fit), and the propagation of 
uncertainties from the reference values used in Eq.  (6).

The 15 Nd II spectral lines analysed in this study are included in Ta-
ble  1. For each line, the table consists of: wavelength (in nm, from [3]), 
upper and lower energy levels (in eV, from [21]), statistical weights 
of the levels (from [21]), both our measured transition probabilities 
and those used as reference from [3], associated uncertainties, and the 
relative deviation of the measured values from the reference data. The 
recalculated transition probabilities show agreement within 30% of the 
published values reported in [3].

Fig.  21 plots the ratio of our experimentally determined transition 
probabilities to the reference values [3] as a function of the upper 
energy level of the transitions. The error bars represent the propa-
gated uncertainties in the experimental transition probability values. 
A general decreasing trend in uncertainty is observed with increasing 
upper energy level (𝐸𝑢), consistent with expectations under the local 
thermodynamic equilibrium (LTE) assumption. Higher energy levels 
are typically better thermalised in LTE conditions, leading to lower 
uncertainty in the derived transition probabilities.

The comparison of recalculated A-values obtained using our method 
with those reported by Den Hartog et al. 2003 [3] demonstrates the 
robustness of both our experiment and data-processing pipeline in pro-
ducing high-quality atomic data. Moreover, it supports the applicability 
of the pLTE assumption in our lamp for Nd II. Although this does not 
directly confirm the assumption for Nd III, we reasonably assume that, 
since Nd III energy levels lie above those of Nd II and are therefore 
more likely to be thermalised, the presence of pLTE is even more 
plausible. This suggests that our method of measurement of A-values 
can be extended to Nd III in future work, particularly for prominent 
lines where reliable experimental lifetime values are not available. 
Finally, this analysis provides a stringent test of our newly developed 
approach for calculating transition probabilities and their associated 
uncertainties [25,42], applied here to a spectrum with particularly high 
line density.

It is worth noting that the recorded spectra shown in Figs.  19 and
20 contain several unidentified lines within narrow spectral windows 
of less than 3 nm and 0.6 nm, respectively, making line identification 
particularly challenging. Since the spectroscopic properties of argon 
are well documented [21,43–47], these unidentified features are more 
likely to be from neodymium. This underscores the need for contin-
ued high-resolution spectroscopic studies of neodymium to expand 
the atomic databases, improve the accuracy of line identification, and 
reduce the uncertainties in transition probability measurements due to 
line misassignment.
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Table 1
Comparison of our newly measured transition probabilities of Nd II lines, 𝐴exp, with those used as a reference from Den Hartog et. 
al.[3], 𝐴ref. Wavelengths are taken from Den Hartog et al. 2003 [3]. The values of the upper and lower energy levels, along with 
their respective statistical weights, are obtained from NIST [21]. The uncertainties in the experimental and reference transition 
probabilities are given as percentages in brackets (= 𝑢𝑛𝑐𝐴∗100

𝐴
%).

 𝜆 (nm) 𝐸𝑢 (eV) 𝑔𝑢 𝐸𝑙 (eV) 𝑔𝑙 𝐴exp ∗ 106𝑠−1 𝐴ref ∗ 106𝑠−1 𝐴exp−𝐴ref
𝐴ref

∗ 100 (%) 
 378.03 3.75 18 0.47 16 12.17 (7) 11.60 (5) 24  
 389.15 3.93 18 0.74 16 22.37 (8) 17.80 (5) 10  
 392.09 3.54 14 0.38 12 31.49 (7) 31.80 (5) 9  
 399.01 3.58 16 0.47 16 27.82 (8) 35.70 (5) 18  
 402.13 3.40 16 0.32 14 23.54 (8) 20.70 (8) 9  
 404.10 3.54 16 0.47 16 7.75 (7) 7.60 (6) 12  
 404.35 3.39 14 0.32 14 5.87 (7) 5.70 (5) 3  
 405.11 3.44 14 0.38 12 12.52 (8) 14.50 (5) 14  
 405.99 3.26 12 0.2 10 9.10 (9) 10.30 (6) 14  
 413.53 3.63 16 0.6 18 20.12 (7) 20.80 (5) 6  
 423.23 2.99 12 0.06 10 9.56 (13) 10.50 (5) 2  
 454.26 3.47 18 0.74 16 10.07 (8) 9.50 (5) 1  
 470.97 2.81 12 0.18 12 2.94 (11) 2.70 (5) 22  
 482.54 2.75 10 0.18 12 11.85 (12) 10.80 (5) 3  
 509.27 2.81 12 0.38 12 4.35 (16) 5.29 (5) 5  
 521.23 2.58 8 0.2 10 2.58 (41) 3.40 (5) 26  
9. Conclusion

The demand for atomic data in astrophysical research is growing 
rapidly with the increasing volume of observations from new space-
based and ground-based observatories. The substantial investment in 
the development of these facilities can only be justified if this demand 
is met with high-quality experimental atomic data, carefully measured 
under controlled conditions to analyse the astronomical spectra ob-
tained. In this study, we have listed out the steps taken to ensure the 
accuracy of the results of our experimental measurements.

We have successfully integrated a 6.5 μm pixel size CMOS camera 
into our high-resolution spectroscopic system. The methodology in-
cluded dispersion calibration, curvature correction, spectral resolution 
assessment, characterisation of the instrument response function, and 
dark noise analysis of the CMOS detector. We also modified the original 
design of our hollow cathode lamp to better confine the discharge 
between the electrodes, resulting in a more stable emission plasma at 
higher discharge currents. These improvements ensure that the setup 
operates at its maximum resolving power, with an upper limit of around 
150,000.

The Boltzmann plot method was employed to measure the transition 
probabilities for 15 strong Nd II lines. Our findings agreed within 30% 
with the data of Den Hartog et al. (2003) [3], confirming the validity 
of the Partial Local Thermodynamic Equilibrium (pLTE) assumption for 
Nd II in our lamp. The high operating currents (up to 1 A) of our custom 
lamp enhance the population density of energy levels through increased 
collisional excitation. Because Nd III’s energy levels are higher lying 
than those of Nd II, they are more readily thermalised under these 
conditions, making the pLTE assumption for Nd III even more robust. 
Consequently, we can confidently extend the pLTE conditions to Nd 
III and apply the Boltzmann plot method, detailed elsewhere in this 
paper, for its transition probability calculations. This capability is cru-
cial, given the present lack of reliable experimental lifetimes for Nd 
III, which are essential for determining the transition probability via 
branching fraction measurements.
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