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I. El uso de nuevas tecnologias e inteligencia artificial para facilitar
la inclusion laboral

La inteligencia artificial es vista con preocupacion en la comunidad internacional,
ya sea en Naciones Unidas', ya sea la OIT o en la UE. Genera inquietud por los posibles

1 Se presenta el Informe sobre la IA y los derechos de las personas con discapacidad, de Gerard Quinn,
referido con caracter general de los Derechos a las PCD, A/HRC/49/52 de 28 de diciembre de 2021, en el
cual se analiza la necesidad de la regulacion de la IA por las legislaciones nacionales para prevenir posibles
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riesgos (hipotéticos o reales) vinculados al sesgo algoritmico, ya que el disefio, hasta la
fecha, refleja falta de inclusion de la PCD y se plantea el riesgo de retroceder en los avances
alcanzados. El riesgo principal se vincula a la lesién de derechos humanos y la vuelta a las
discriminaciones?, las del origen (que ha combatido el derecho a lo largo de todo el siglo xx
y buena parte del xx1). El derecho, en todos los niveles, debe introducir salvaguardias que
impidan la discriminacién algoritmica a la discapacidad. La idea es clara, el derecho en este
campo debe mejorar su marco normativo en relacion con la prohibicion de discriminacion,
protegiendo los derechos de las PCD y evitando que el desarrollo de la IA y su uso se
convierta en discriminacion, tarea nada sencilla.

La poblacién con discapacidad en la UE supone un 27% de las personas mayores de
16 anos. Los cambios digitales, de innovacién y tecnolégicos pueden ser vistos como una
oportunidad (o no), porque en ocasiones son auténticas barreras para la discapacidad si en
su diseflo no se atiende a las circunstancias de la persona y del entorno —concepto de enfoque
biopsicosocial teniendo en cuenta el perimetro multidimensional de toda discapacidad-
para la inclusion laboral de los discapacitados. Es un parecer comin de muchos autores
e instituciones que no se ha aprovechado el potencial de estas transformaciones. No, al
menos, hasta la fecha.

La adopcién automatizada de decisiones es el nucleo del aporte de la IA. En una
aproximacién a la IA debemos identificarla con la automatizaciéon de decisiones (o de
generacion de resultados especificos) gracias a la programacién informatica, lo cual
permite velocidad, eficacia y fiabilidad, pero se entrena mediante algoritmos que reciben
instrucciones, al mismo tiempo puede aprender (de modo automatico) segun se ejecuta,
incorporando patrones adicionales a los originales®. En todo caso hay una dependencia
de la informacion y datos de ese contenido algoritmico, que puede usarse en la seleccion
para un puesto de trabajo o en el seguimiento de la prestacion laboral, y ahi anidara la
discriminacion. El otro grave problema serd la opacidad o el ocultamiento del uso de la IA,
ademds el lenguaje utilizado son codigos no asequibles a la mayoria®. A ello se acompana
la dificultad de seguir el proceso pues alguno de los datos utilizados por las exigencias de la

discriminaciones en la vida en general y, por lo tanto, la regulacion debe alcanzar a las Administraciones
y también a la empresa privada. Asi no sélo a las relaciones con las PCD sino a las obligaciones que deben
exigirse a empresas tecnoldgicas para que el disefio de todas las herramientas de IA tenga en cuenta la
necesidad de incorporar elementos inclusivos de la PCD. También propone que se difundan buenas
practicas de disefio y uso de la IA. En Espaiia se ha elaborado un informe sobre el impacto en los derechos
de las personas con discapacidad del Reglamento (UE) 2024/1689 de la IA, lo que significa que es un
tema que preocupa y asimismo ocupa, CERMI (2024), Informe resumen de los Contenidos Sociales,
de no discriminacién y de Discapacidad en el Reglamento (UE) 2024/1689 sobre inteligencia artificial,
disponible en  https://back.cermi.es/catalog/editor/files/nq7d8-informe-resumen-de-los-contenidos-
sociales-reglamento-de-ia-de-la-ue.docx

2 Por ello, ya hay documentos (recomendacién de la ONU) que se refieren a la, asi llamada, ética de la
inteligencia artificial en escenarios tales como la educacidn, la cultura o la ciencia. Se insiste en el enfoque
basado en los DDHH para el desarrollo de la IA y muy en particular la no discriminacién, llamada a
incorporarse en el desarrollo tecnoldgico, dentro de la idea del espacio digital inclusivo.

3 Lanorma internacional ha definido la IA, por todo, art. 3.1 Reglamento 2024/1689 que se apoya en su
considerando ne 12 al exigir una nocioén robusta en el contexto internacional, que sea flexible a su vez para
dar cabida a los avances, y tiene en cuenta sus resultados generados de salida partiendo de la informacién
de entrada (de datos).

4 Enparticular si se recurre a métodos de aprendizaje profundo o en caso de sistemas de IA interconectables.
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normativa de proteccion de datos al final de aquél se eliminara(n). Ello entorpece encontrar
el elemento de discriminacion, si lo hubiera.

En la empresa se recurre a decisiones automatizadas, la IA estd presente y supone un
cambio importante de las regulaciones normativas y de las relaciones laborales. La empresa
y la PCD puede recurrir a estos avances para progresar en inclusion en el empleo (es el
colectivo mas necesitado de inclusion laboral®), un aspecto de singular relevancia puede
ser el disefio y promocion de ajustes razonables gracias al recurso a la IA (mejores, mas
eficaces). De ahi que la mirada a esta tecnologia se realice de manera dual, y atendiendo
a sus repercusiones ya sean sus oportunidades o riesgos o peligros en el (asi llamado)
contexto de la discapacidad. Entre los peligros se anuncian los sesgos que puede contener
un algoritmo ylos riesgos de seguridad de datos de la persona en el marco de su intimidad
por su identificaciéon biométrica, ademas de cuestiones vinculadas a condicionantes de
riqueza que puedan hacer peligrar la prohibicién de discriminacién. El principal problema
de desarrollo tecnolégico reside en que no se tengan en cuenta las necesidades particulares
del discapacitado, de ahi el riesgo de la discriminacién. Al descender a la practica existe
el inconveniente de la falta de estudios que exploren estos riesgos y las oportunidades de
la IA, para lo que a nosotros concierne, en el ambito del empleo y el cumplimiento de la
igualdad inclusiva sin que la tecnologia digital constituya un freno.

La IA es y sera catalizador de la inclusion laboral, no sélo en lo tecnolégico de
apoyo sino en el desarrollo de la prestacion laboral. Facilita integrar a PCD en funciones
que sus limitaciones no les permitirian desarrollar sin el suplemento robdtico como los
exoesqueletos o extensiones, que gracias al robot ofrecen también escenarios laborales mas
seguros®. El impacto de la robética como herramienta para la inclusion laboral exige una
vision aplicativa de la innovacion con fines sociales’, desde la ética; no concierne sélo a lo

5  Las estadisticas siguen siendo tozudas pues cerca de 2 de cada 3 personas con discapacidad en edad
de trabajar no busca empleo (64,5% frente al 35,5% que si) segun datos del Observatorio estatal de la
discapacidad de 2024, recoge datos de 2023 (tltimos publicados), cuantificaciones que suponen una
brecha de 43 puntos con la poblacion sin discapacidad (78,5%). Se incrementan en caso de la discapacidad
intelectual la inactividad puede llegar a superar el 80%, y con tasas de empleo ain mads bajas (28,5%
frente al 70% de la poblacion laboral en general, con una tasa de desempleo que dobla a la poblacion
sin discapacidad), pero en caso de los jovenes discapacitados se incrementa exponencialmente, hasta un
45,2% y a ello se une la diversidad de inclusién en el territorio. De otro lado, se mantiene la contratacion
en trabajos de baja cualificacion que pueden resultar mas afectados por los procesos de automatizacion del
trabajo (0 no), las altas tasas de temporalidad que alcanza el 70% de la contratacién de PCD, caracterizada
asimismo por la precariedad de la contratacion parcial cercana al 40%.

6  GONI SEIN J.L. (2023), El Reglamento UE de inteligencia artificial y su interrelacién con la normativa
de seguridad y salud en el trabajo» en EGUSQUIZA BALAMSEDA M.A y RODRIGUEZ SANZ
DE GALDEANO B. (dirs.), Inteligencia artificial y prevencion de riesgos laborales: obligaciones y
responsabilidades, Tirant lo blanch, pag. 96.

7  Una seminal aportacién para repensar la discapacidad, concepto que evoluciona y que atiende a la
interaccion entre personas y barreras, el concepto de integracion laboral, gracias al apoyo de la robética
que cuestiona si pudiera desaparecer, quizd mas en lo retérico que en lo real, y el requerimiento de ajuste
razonable en el modelo social de la discapacidad como medida antidiscriminatoria para la PCD, se senala
que es posible que tecnologias como (protesis robéticas o los exoesqueletos completos) sean ajustes
razonables que obligan al empresario -o lo pudieran ser-, en SANCHEZ-URAN AZANA y GRAU RUIZ
M.A. (2019), «El impacto de la robdtica inclusiva, en el trabajo: aspectos juridico-laborales y fiscales»,
Rev. de Derecho y Nuevas Tecnologias, n° 50, Aranzadi, BIB\2019\7000. Si bien habrad que atender a la
necesidad para el desarrollo de la actividad laboral, a sus costes y que no sean cargas excesivas, asi como a la
interaccion de estos aparatos en la vida laboral y personal de la PCD, por lo que en unas relaciones laborales



146 Noemi Serrano Argliello

que se denomina responsabilidad social de la empresa sino también al cumplimiento de
obligaciones legales como son los ajustes razonables.

El apoyo de las organizaciones que representan a la discapacidad es imprescindible
para sensibilizar, para capacitar y para incorporarse en la propia industria de la IA
identificando los sesgos discriminatorios siendo reprimidos y eliminados de los productos
de IA en todo su ciclo vital, en sus actualizaciones y transformaciones, asi como que la IA
finalmente comercializada con estos criterios sea asequible para las empresas (econémica
y en la cultura corporativa). Es imprescindible el concurso empresarial y su apoyo, asi
los llamados desarrolladores de la IA deberfan integrar a la PCD en toda investigaciéon
y desarrollo, manteniendo como principio la inclusién y también la accesibilidad. En
particular, un objetivo irrenunciable consistiria en que todas las empresas hagan esa
misma opcion sin discriminacién ni sesgos algoritmicos en los lugares de trabajo en
favor de la presencia de trabajadores discapacitados. No va a ser facil dejar de buscar un
perfil de trabajador y en €l realizar el rastreo de la actividad laboral, las necesidades de
atencion sanitaria, su previa formacién o simplemente su rastro tecnoldgico (de ahi la
importancia del derecho al olvido) para decidir si una PCD es apta para el puesto que se
selecciona. En todo el proceso no se caera en la cuenta de que con la incorporacién de
ajustes razonables la PCD podria desarrollar el puesto de trabajo, esto es, el desempeiio
de las tareas fundamentales del puesto en los términos que se recoge en la Convencién
internacional sobre los Derechos de las PCD de 2006 (en adelante CDPD®).

Precisamente en Europa se ha dado un paso adelante con la aprobacién del
Reglamento (UE) 2024/1689 de IA, ya su considerando n° 57 refiere los patrones
histéricos de discriminacion de grupos, entre ellos los que afectan a las PCD sefalando
el peligro del control del rendimiento y comportamiento. Las recientes atenciones a la IA
desde el derecho introducen la transcendencia del derecho de las PCD vy el respeto a los
significativos avances que sigue suponiendo la CDPD, incluidos los vinculados al trabajo
y de su autonomia personal. Por un lado, es imprescindible referirse a los arts. 4, 9, 20 y
26 que vinculan a los Estados en relacion con el acceso a tecnologias de la PCD (entre las
que sin duda debe incluirse la IA como un desarrollo mas, de vanguardia). En su art. 27 i)
la Convencion se referira a los ajustes razonables, recogiendo como una obligacion de los
Estados que ratifican la convencién velar porque se realicen ajustes razonables en el lugar de
trabajo®. Por otra parte, el art. 21 la CDFUE protege frente a la no discriminacién y lo hace
también por razon de discapacidad e, igualmente, debe acudirse al art. 26, en €l se reconoce
el derecho de las PCD no sdlo a beneficiarse de medidas que garanticen su autonomia
sino también su integracion social y profesional, sin desatender a la participacion de los
discapacitados en la vida de la comunidad. El PEDS se detiene en el derecho a la igualdad
de trato y de oportunidades mencionando su proyeccién en el empleo, siendo lo mas
destacable su principio n° 17, al reconocer diversos derechos para las PCD, incluyendo un
entorno de trabajo adaptado a sus necesidades.

Las normas internas que atienden a la discapacidad, LGDPDIS de 2013 o la Ley
15/2022 integral para la igualdad de trato, refuerzan la inclusién laboral de la PCD;

inclusivas de futuro creemos que se deberd abrir la colaboracion de la asistencia social, sanidad y servicios
sociales con la empresa, en aras a esa inclusion.

Asi en el Informe de Gerard Quinn, A/HRC/49/52 de 28 de diciembre de 2021, cit., pag. 8.

Por cierto, mas de 190 Estados ya son parte de esta Convencion.
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en ellas las materias relacionadas con la IA aun no exteriorizan protagonismo. Las
reformas proyectadas en 2025 ya si tratan de la interaccion de la IA en los derechos de los
discapacitados, planteando promover la igualdad de oportunidades y no discriminacién
ante los efectos de la IA, con especial dedicacién a lo que se configura como «derecho
a la proteccion frente a los efectos discriminatorios», incluida la denegacion de ajustes
razonables ocasionados por sesgos del algoritmo y falta de supervision humana'®.

La Estrategia espafiola vigente en materia de discapacidad tiene presente la IA como
reto hacia el futuro, la apuesta por la autonomia personal de la PCD y su participacién
social exige del desarrollo tecnoldgico en la recogida y procesamiento de datos y de la
digitalizacién".

II. LaIA delimitadora de ajustes razonables

El ajuste, por si mismo, proporciona una mejora del rendimiento del trabajador, y
para la empresa su cumplimiento también mejorara su reputacion. Pese a que una primera
impresion de la IA en la inclusion laboral seria relacionarla en exclusiva con la accesibilidad
de esta tecnologia y de su uso por la PCD, lo relevante es el analisis de la IA en términos
de consecucion de la igualdad de trato y ello sélo es factible desde su orientacién como
facilitadora de la realizacion de ajustes razonables para aquel logro.

Como veremos la IA, en una vertiente de oportunidad, no es sdlo una herramienta
de accesibilidad para las personas con discapacidad, sino de ajuste razonable. La IA es
(y puede ser) util para la insercion laboral y para la inclusién de los discapacitados en
el trabajo, porque las potencialidades de la IA pueden cumplir las expectativas legales
exigibles al ajuste razonable, en tanto que permite cumplir con la obligacién de implantar
medidas adecuadas para la plena integracion laboral y el desempeno del trabajo ala PCD. El
empresario queda obligado a adoptar soluciones razonables que permitan al discapacitado
desempenar su trabajo.

El ajuste razonable también necesitara de ese enfoque en el que se atiende a
factores bioldgicos, psicoldgicos y sociales que dé respuesta a la persona concreta y a sus
necesidades, permitiendo medidas implantadas por el empresario que tengan en cuenta
las capacidades de la PCD, segun cada circunstancia especifica, adaptando cada ajuste a la
persona, cumpliendo asi los fines de la CDPD. Ello implicard, a su vez, eficacia; repercutira
en la prestacién de trabajo y satisfaccion personal que abundard en el desarrollo de un
trabajo digno y respeto del resto de trabajadores. El ajuste es algo mds que un entorno de
trabajo inclusivo; como tendremos ocasion de sefialar va mucho mas alla de la accesibilidad
(universal, digital, etc.) en tanto se centran en la persona y sus concretas discapacidades
fisicas, sensoriales (visuales, auditivas), ofrecen dispositivos, puestos de trabajo o equipos
adaptados en los que interviene la ergonomia como una rama de la prevencién de riesgos
laborales. Si se trata de discapacidades intelectuales con necesidades de apoyo y a veces
asistencia, orientadores o tutores (que lleven el proceso de trabajo a su mayor simplificacion
o desglose de tareas o el incremento de tiempos de realizacion, por poner algunos ejemplos),

10 Reforma que se planea en el apartado 36* que aiade la DA de modificacion del texto de la Ley General de
derechos de las personas con discapacidad y de su inclusion social (LGDPCDIS), segtn el Proyecto de Ley
para la extension y refuerzo de los DPCD a la inclusion, autonomia y accesibilidad universal conforme al art.
49 CE (BOCG 24 de julio 2025, serie A n° 64-1).

11  Estrategia espaiola sobre discapacidad 2022-2030, aprobada el 3 de mayo de 2022, pag. 93.
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existiendo también entre los enfermos mentales las discapacidades psicosociales™ (necesitan
una flexibilizaciéon mayor para el desarrollo de las tareas, en particular en el tiempo de
trabajo, como los horarios, también pueden demandar espacios especificos que hagan del
lugar de trabajo un sitio condescendiente con el desempeiio laboral habitual). Completando
todo ello la formacion continua que sera imprescindible, tanto por generar oportunidades
de aprendizaje para la PCD como para los no discapacitados, en su acercamiento a las
necesidades de adaptacion, asi como la manera de desarrollarse los procesos con los apoyos
y su utilidad e identifiquen y valoren las aportaciones de la inclusion laboral de la PCD.

Los ajustes razonables constituyen el cuamplimiento normativo para el empresario,
pero también le reportara beneficios, en tanto que reconocer el derecho a las medidas
de ajuste permite conceptuar a la empresa como inclusiva (y en la sociedad actual son
empresas con mayor reconocimiento y rentabilidad e ingresos®™, al margen de incorporar
una diversidad que aportara valor a la empresa), que cumple con las obligaciones de
igualdad para el colectivo que mas lo necesita, por razéon de discapacidad. Obligaciones
empresariales que también pueden desplegarse sobre datos de salud conocidos para
implementar los ajustes razonables necesarios, eso si, lo deberd custodiar debidamente'.
La empresa puede incrementar la presencia de discapacitados entre su plantilla disfrutando
de ventajas y beneficios de Seguridad Social, al tiempo que cumple con la cuota de reserva
si le resultara exigible. El ajuste razonable permitira la continuidad del empleo, favorecera
la estabilidad en el empleo y la fidelizacién de trabajadores. El ajuste consiente desarrollar
el trabajo y hacerlo de manera mas eficiente, rentable o productiva (cualquiera de los tres
adjetivos es pertinente traerlo a colacién).

Por un lado, los avances y softwares con uso de IA mejoran la comunicacién, el
acceso a datos y facilitan el trabajo y apoyan a todo tipo de discapacidad favoreciendo sus
relaciones con el entorno y con las personas®™. Sin embargo, si el desarrollo de la IA no
tiene en cuenta las discapacidades se convierte en una nueva barrera para las PCD, que se
adhiere las preexistentes. El algoritmo que rija una determinada herramienta o programa
puede contener sesgos, nunca deseables, en perjuicio de la discapacidad y también podria
suponer discriminaciones'. Los datos utilizados por el algoritmo reflejan los perjuicios

12 Vinculadas con diversos trastornos como la ansiedad, trastorno bipolar, estrés postraumaticos o depresion.
Asi hemos conocido la SJLS n° 17 de Madrid, de 6 de octubre de 2025, que aborda la necesidad de permitir
acudir al trabajo con animales de compaiifa ante este tipo de situaciones, depresion concretamente de la
profesora universitaria, y que reprocha la falta de evaluacion en el riesgo psicosociales volcado en estos
padecimientos, que se cataloga como apoyo terapéutico y que en el caso concreto podria encuadrar en el
concepto de ajuste razonable si la persona fuera reconocida como PCD, permitiendo la tranquilidad de la
persona.

13 Asilo refleja el Informe europeo sobre Derechos Humanos, n° 7/2023: «Derecho al trabajo: la situacion del
empleo de las PCD en Europa» (version disponible en lengua inglesa).

14 RODRIGUEZ ESCANCIANO S. (2024), El algoritmo como soporte de las decisiones empresariales: claves
juridico-laborales para una transicion justa, Tirant lo blanch, pag. 268.

15  Se viene definiendo la IA atendiendo a la simulacién que implica de la inteligencia humana llevada a
cabo por maquinas, previamente han sido programadas (simulando pensar, razonar, aprender y tomar
decisiones). Son en fin técnicas, equipos y programas informaticos, sistemas, productos y servicios basados
en esta herramienta. Nocién extraida del documento de NNNUU «No dejar a nadie atrds: utilizar la
inteligencia artificial como herramienta de apoyo a la inclusividad a fin de fortalecer la participacion de las
personas con discapacidad», de 26 de marzo de 2025, CRPD/CSP/2025/3.

16  Precisamente, el derecho ha introducido su cabeza en la IA regulandola para evitar los sesgos algoritmicos,
cuyo efecto en la proteccion del derecho seria la del retroceso al volver a perpetuar prejuicios (que parecian
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sociales que ha combatido histéricamente el derecho antidiscriminatorio y que vienen
suponiendo la exclusiéon de la PCD en el empleo (o0 en otros ambitos de la vida).

III. El naciente combate frente a un algoritmo discriminatorio

1. La amenaza de la discriminacion

Elimpacto discriminatorio ha de pelearse desde el derecho. La IA puede convertirse
en una amenaza para los discapacitados, en particular, en los avances de sus derechos. Debe
afrontarse esta realidad y significativamente de los derechos fundamentales donde juega
un rol basico la no discriminacion.

Los problemas que puede plantear la IA en términos de discriminacién no
son tampoco ajenos al legislador nacional espafiol, asi la Ley 15/2022, integral para la
igualdad de trato y no discriminacion, una ley que entre sus finalidades estd garantizar
el derecho fundamental del art. 14 CE ademas del art. 9.2 CE a la igualdad de trato y no
discriminacién, recoge como ambito de aplicacién no sélo el empleo en todas sus fases
(desde el acceso, condiciones de trabajo, promocion y formacién) sino que tiene en cuenta,
como otro espacio (final) diferenciado la inteligencia artificial junto a la gestién masiva
de datos u otras esferas andlogas' (pero hemos de sefialar que ese escenario interfiere en
todas las esferas precedentes citadas como sanidad, educacion, empleo privado y publico).
Cuando el legislador espaiiol desarrolle el Reglamento europeo de la IA debera definir
qué es la discriminacion algoritmica, teniendo en cuenta cdmo el recurso a la IA puede
obtener resultados discriminatorios (ya sean discriminaciones directas o indirectas, por
su impacto desfavorable atendiendo a la proteccién de grupo que existe en el derecho
antidiscriminatorio -sea por sexo, convicciones religiosas, edad, orientacién sexual, etnia
o discapacidad- y debiera incluir entre sus categorias la discriminacién por asociacién);
prestandose atencién a la discriminacion algoritmica por discapacidad en el empleo,
privado y publico. También debera establecer criterios para que el uso de la IA segin
los patrones preestablecidos para la toma de decisiones pueda ser examinado por el
juicio humano para evitar precisamente discriminaciones por parte de las empresas o
Administraciones Publicas que recurran a esta tecnologia. El criterio legal debe ser la
prohibicion de resultados discriminatorios, para ello, sin duda, habra que establecer reglas
abiertas que permitan su adaptacion temporal a las transformaciones tecnoldgicas.

No solo la informacién puede presentarse incompleta sino ser igualmente
discriminatoria para las personas con discapacidad, sin actualizaciones, el peligro de generar
datos erréneos (o mas bien olvidos, ignorando a un colectivo), ajeno a la discapacidad y a
las capacidades diversas de la PCD.

El algoritmo de las IAs se elabora introduciendo promedios estadisticos, lo cual
perjudica la diversidad de las personas en general (precisamente los rasgos de la persona
que combate el derecho antidiscriminatorio -edad, sexo, raza o etnia, orientacion sexual,

superados) que sustenta la discriminacion y la desigualdad, desandando los avances de las décadas
precedentes en la igualdad de trato. Sea cual sea la 6ptica del derecho que se examine aparece ese riesgo
porque los datos para construir no son los adecuados y porque se requiere no sélo conocer los datos sino
el proceso de decision del sistema de 1A, SARASIBAR IRIARTE, M. (2025), «La inteligencia artificial ante
la discapacidad» en AAVV: El derecho administrativo en la era de la inteligencia artificial, INAP, pag. 472.

17 Art. 3 0) Ley 15/2022 junto a la IA aparecen, acompafidndola, la gestion masiva de datos y las esferas de
analoga significacion.
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convicciones o creencias o discapacidad-). Se corre el riesgo de un retroceso en igualdad,
que, por otro lado, no es nuevo y si se estudia la (larga o corta, segiin se mire) historia del
derecho antidiscriminatorio, siempre ha existido, en tanto en cuanto los componentes
integrantes de la discriminaciéon mutan al hilo que avanza el derecho en favor de la igualdad
de trato. De manera que las formas y medios de revelarse tras esas mutaciones son huidizos
y/o escurridizos con lo que se dificulta que el derecho pueda afrontar las nuevas traslaciones
de la discriminacién a tiempo. El algoritmo que se desarrolla no recoge la diversidad'™.
Incluso determinados algoritmos van a atender a rasgos fisicos de las personas y supondran
malinterpretaciones de esos datos (que leeran como desfiguracion). El principal obstaculo
en el trabajo se encontrara en los procesos de contratacion laboral con el uso de IA, relegando
ala persona con discapacidad si no se ‘ensena al algoritmo a valorar cada curriculum vitae.

Cémo afronta la IA herramienta la diversidad humana' (y la complejidad de las
discapacidades), es motivo de reflexion. Evitar que el uso de la IA se coloque en el campo
de los perjuicios a la discapacidad exige su sencillez (facil de entender, alfabetizacién
digital, facilidad de acceso) para quienes la utilizan y que el instrumento no se sirva de la
vulnerabilidad como las identificaciones biométricas, falta de respeto a DDFF (intimidad,
no discriminacién y sus relaciones con el largo elenco de derechos de la persona). Lo cual
no serd una tarea sencilla por la integracion progresiva de la IA en la vida de las personas
¥, por ende, en el trabajo pese a las prohibiciones que la reglamentacion europea extiende
cuando se producen riesgos altos?® (a lo que nos referiremos mas adelante). Algunos
autores ya hablan de la pluriofensividad de la IA, y de datos aparentemente inofensivos
que recopilados, almacenados y procesados puede clasificar a colectivos y dibujar el devenir

18 Los problemas se presentan en el reconocimiento facial, pueden incorporar sesgos perjudiciales para la
PCD en las relaciones comerciales y las laborales, igualmente, por el entrenamiento del algoritmo que
responderd de manera desfavorable, incluso sancionando a la persona con discapacidad, incorporando
exclusiones ya desterradas por no atender a sus dificultades.

19 Se nos indica que los chabots, creados para dialogar con las personas y sus programas capaces de procesar
el lenguaje natural como software basado en IA que puede mantener conversaciones en tiempo real sea
por texto o por voz y también generan repuestas, puede ser inaccesibles para alguien que use un lector de
pantalla. Pese a ello para la UE la intensidad del peligro de incidencia del chabot en la IA es baja, cuando no
lo es para la PCD (como veremos més adelante).

20  Un analisis sobre lo prohibido en lo que se ha denominado «ecosistema laboral», la jerarquia de riesgos que
se establecen por la UE y la afectacion a los DDFF protegidos, autor que identifica tres grandes elementos
vetados a la TA (art. 5.1 letra f) RAI, reconocer emociones en el lugar de trabajo que también refiere
emociones, su interferencia y letra g) prohibicién de categorizacion biométrica clasificadora de la persona
para deducir o interferir en sus rasgos); también es importante la el derecho a recibir informacién sobre
los usos de la IA que afectan al trabajador en caso de un sistema de alto riesgo, informacién que sera dada
por el responsable que adopte la decision con apoyo en la IA, art. 86 RAI; o la obligacion de registrar
la TA en una base de datos europeas reconociendo que estd bajo su responsabilidad arts. 49 y 71 RAL
debiendo existir un responsable de la IA (como existe un delegado de proteccion de datos); y, finalmente,
la existencia de responsabilidades punitivas de sanciones administrativas (la lesion de las prohibiciones al
alto riesgo del art. 5 RIA puede llegar a suponer hasta el 7% del volumen de negocios -mundial- del ejercicio
anterior si superase la cifra de 35 millones €, art. 99.3 RIA y también se establecen otras multas por otros
incumplimientos) que se regulan para disuadir del incumplimiento y corregirlo (en caso de acontecer), con
esa funcion tipicamente aflictiva de todo derecho sancionador, y las medidas reparadoras (con criterios de
la reparacion del dafio, que exige probar la culpa y la relacion de causalidad y en su caso el reconocimiento
de indemnizacién compensatoria), sobre todo esto, in extenso, en MERCADER UGUINA J. R. (2025), «El
Derecho de la Unidn europea ante el desarrollo tecnoldgico: el Reglamento de inteligencia artificial», Doc.
Laboral n° 135, vol. II, pags. 44 y ss.
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vital de la persona trabajadora, acopiando circunstancias subjetivas sin relacion ni con las
aptitudes laborales ni con las obligaciones que derivan del contrato de trabajo?'.

La IA puede constituirse o en un impulso en la lucha contra la discriminacion de las
PCD en el trabajo (se habla de herramienta de inclusividad o al menos de apoyo para ello
y de su potencialidad -autonomia, independencia, tecnologia de apoyo, ayuda diaria en lo
cotidiano-) o, por el contrario, en un obstaculo discriminatorio (rectius, mejor generador
de discriminaciones por razén de discapacidad). En una discriminaciéon de segundo o
tercer grado (si se permite la expresion) en que apareceran componentes interseccionales,
esto es, de diversos rasgos protegidos por el derecho antidiscriminatorio, lo que convierte
al discapacitado en mds vulnerable que otras personas y exige del derecho una mayor y
singular atencién. Por ejemplo, las estudiadas discriminaciones multiples (donde la edad
-por envejecimiento-, el sexo -femenino- o la etnia juegan en detrimento de la PCD y
su inclusion laboral, también lo hace la pobreza asociada a la discapacidad) y las menos
tratadas de la comorbilidad concurrente en el discapacitado (sensorial y fisica, fisica e
intelectual, diversidad de discapacidades intelectuales) ya que nos podemos encontrar con
PCD que son discriminados por el diverso origen de discapacidades que concurren en la
persona®. En el mundo laboral ello debe atenderse en dos momentos clave: el acceso al
empleo y la igualdad de condiciones de trabajo.

2. Regular la IA frente a sus riesgos

El Reglamento (UE) 2024/1684 sobre inteligencia artificial puede suponer un
reto para el derecho de las personas con discapacidad y el ejercicio de los derechos
fundamentales, en tanto la evoluciéon de la tecnologia e IA podria ser una barrera a su
inclusion y para el logro del cumplimiento de las normas existentes sobre discapacidad
(CDPD de 2006, Directiva UE 2000/78/CE, Carta de los DDFF de la UE y normas
internas®). Se ha senalado que la intervencién normativa que primero ha partido de la
UE -posteriormente, serd desarrollada con Leyes nacionales internas®*- aporta a los avances
tecnoldgicos humanismo, el hecho de limitar la IA (las llamadas practicas prohibidas que
contempla el art. 5 RIA) o simplemente regularla®®.

21 RODRIGUEZ ESCANCIANO S. (2024), El algoritmo como soporte de las decisiones. .., cit., pAgs. 117 a 123.

22 El renovado RD 888/2022 que regula el procedimiento para reconocer, declarar y calificar el grado de
discapacidad tiene en cuenta en sus diversos baremos la conjuncién e interconexién de los diversos tipos
de la discapacidad global que finalmente se reconoce a la persona, como ya lo hacia el precedente RD
1971/1999, pero en los mérgenes del derecho antidiscriminatorio por discapacidad la acumulacion, segin
el origen de la discapacidad, no estd tan clara.

23 Al que se podria sumar otros textos que carecen de reconocimiento juridico vinculante, como el objetivo
n° 10 de los ODS, centrado precisamente en la no discriminacién de las personas con discapacidad.

24 Ya se redactd un anteproyecto de Ley en Espana en la primavera de 2025 que se referira al buen uso y
gobernanza de la Inteligencia Artificial. Entre las practicas prohibidas habra referencias explicitas a la
explotacion de vulnerabilidades relacionadas con la discapacidad, o con las posibilidades de generacion
de discriminaciones en ambitos laborales. El régimen sancionador que se planea es relevante pues no sélo
recoge sanciones economicas sino también otras adicionales como la retirada de sistemas, en particular, de
aquellos que sean perjudiciales para los Derechos Fundamentales.

25 También debe senalarse que, en otras latitudes, como en diversos Estados Federados de los EE. UU. también
se van publicando Leyes sobre IA, como por ejemplo Utah o Florida y Colorado, esta ultima concebida
como proteccion a los consumidores (de IA) aunque con proyeccion integral en todos los ambitos de la
vida, pasando por el educativo, empleo, vivienda, salud, seguros, ambito legal, financiero, etc., normas
aprobadas en el ano 2024.
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El propio Reglamento europeo incide en los riesgos que la IA podria suponer sobre
el respeto de los DDFE la salud, la intimidad, también la seguridad y la necesidad de que
la TA gire sobre el ser humano. El Reglamento ya afronta los riesgos identificados de la
IA y regula prohibiciones, algunas de ellas deben destacarse (vulnerabilidad derivada de
rasgos de la persona como discapacidad, edad, sexo), acceso informacion sensible mediante
categorizaciones biométricas, veta acudir a sistemas de puntuacién social. También se
refiere al empleo?® y el riesgo del uso de la IA.

La IA no debe comprometer el derecho de intimidad (mal traducido al castellano
como privacidad) y debe ser compatible su uso con las exigencias de Reglamento 2016/679
de Protecciéon de datos de la propia UE. La UE recomienda cddigos de conducta sobre
accesibilidad de la IA y que redunden en la inclusién de las PCD (no en lo contrario, por
lo que debe prestarse especial atencion a los riesgos excluyentes de la IA que efectivamente
existen). Aunque no debe confundirse, ya lo hemos apuntado, la accesibilidad digital con
un medio de ajuste razonable exigible al empresario es necesaria para ofrecer la inclusion
laboral pero no son medidas de ajuste. Finalmente, conviene atender a la necesidad de
conocer informacion sobre el algoritmo, ahi juega un papel primordial la representacion
legal de los trabajadores y también las secciones sindicales presentes en las empresas.

3. Examen del impacto de los avances tecnoldgicos en el empleo de
discapacitados

La evolucion tecnologica, digital y la IA es siempre un desafio, lo es para la sociedad
en general y mds para algunos miembros (que van a encontrar dificultades ailadidas
derivadas de la discapacidad, de la edad, falta de formacion y capacitacion digital, etc.). Si
la IA ayuda tomando decisiones automatizadas, pero, al tiempo, esa decision deja fuera a
la PCD, no sirve a la obligacion de inclusion que derivada de la Convencion de NNUU de
CDPD de 2006. La Estrategia Europea sobre los derechos de las personas con discapacidad
2021-2030 si recala en los aspectos tecnoldgicos?’, pero no atn en la IA (téngase en cuenta
que la reglamentacion europea sobre la IA no irrumpe hasta el aiio 2024).

Se plantea el interrogante de sila IA (la desarrollada en la actualidad) es inclusiva.
Parece ser que el disefio de la IA plantea problemas ciertos en cuanto a la introducciéon
de respuestas diversas para una misma accién, de manera que la diversidad de la persona
y de sus rasgos en clave de desarrollo de la IA ya desde la propia tecnologia presenta
dificultades en su uso. Si bien existe una metodologia de mineria de datos que descubre la
discriminacién, extrayendo reglas de asociacion y clasificacién de datos, permitiendo su
prevencion temprana?®.

La IA es disefiada con patrones, esas pautas responden a unas caracteristicas
denominadas neurotipicas. Todo lo que se aparta del modelo queda excluido o separado
(el perjuicio social de la discriminacion se ve trasladado a los disefios tecnologicos y a la

26  Asilo recoge el considerando n° 57 de la exposicion de motivos Reglamento IA.

27  Estrategia sobre los Derechos de las Personas con Discapacidad para 2021-2030, aprobada el 3 de marzo
de 2021, dedicada a pergefiar los diversos desafios de las PCD en territorio europeo, incluyendo los
objetivos marcados por la CDPD de Naciones Unidas.

28 Nombrada con los términos ingleses data mining, que permiten ser explotados, de ahi su asociaciéon con
la mineria y descubrir los patrones y relaciones que esconde el algoritmo; analizandolos (re)conoce de los
criterios adoptados en la toma de decisiones.
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ciencia artificial generativa, sin filtros que corrijan estigmas o estereotipos; las tecnologias
crean o mantienen los mismos sesgos que existen en la sociedad). Si estos ya presentan un
grave inconveniente en general para la persona, lo es mas si de PCD se trata, mas atn si
la discapacidad es intelectual. Las ventajas de la IA se pierden si sigue modelos (patrones
neurotipicos) que olvidan los motivos de discriminacién o los rasgos de la persona o la
diversidad de personas, esto es, si el disefio de la IA es univoco. En un interesante juego de
palabras hay quien se refiere a la ‘inteligencia alternativa’ como criterio para la inclusiéon
real, capaz de frenar la brecha digital entre persona con y sin capacidad®®. En materia de
discapacidad un gran obstaculo serdn los sesgos capacitistas, excluyentes de la PCD. Ello
en términos de derecho puede suponer un grave retroceso en los avances en el derecho
antidiscriminatorio, en particular, relacionados con la PCD y la vuelta a la casilla de salida
o a los primeros estadios del derecho antidiscriminatorio®°. La tecnologia al ritmo que
avanza debe ser capaz de integrar criterios de humanidad y de dignidad de la persona. Por
su importancia, el desarrollo tecnoldgico ya incorpora modelos correctivos para evitar las
discriminaciones por razdn de sexo o de raza, e incluso de orientacion sexual, pero no se ha
impulsado con la misma fuerza el combate de la discriminacion por razén de discapacidad
(o por edad).

Al delinear la arquitectura de la IA debe contarse con la perspectiva de la discapacidad
al configurar los algoritmos, la realidad dista de ser asi. La IA replica las discriminaciones
que el ser humano lleva a cabo en la vida real (a lo ‘artificial’ se ha trasladado lo existente),
pero aun no puede decirse es si lo reproduce con la misma intensidad o lo multiplica o, en
cambio, sera capaz de dulcificarlos. La tarea no es facil porque de por sila(s) discapacidad(es)
presenta notables diferencias internas.

En el lado opuesto, la IA permite el diseio de herramientas que ayudan a la
PCD, los asistentes artificiales ofrecen posibilidades que brindan autonomia, permiten
interactuar con el entorno y las personas. Las tecnologias estan mds desarrolladas para
las discapacidades sensoriales (permitiendo esquivar obstaculos, describiendo entornos,
ofreciendo direcciones facilitando la navegacion o el uso de herramientas informaticas, la
planificacién, etc.) pero no sélo. Gracias a la tecnologia se guia a la persona e identifica
pasos a seguir muy ttiles para el desarrollo del trabajo.

IV. Barreras y ventajas de la Inteligencia Artificial
1. LaIA como peligro para la persona con discapacidad en el trabajo

Las reflexiones que siguen se redactan teniendo presente que la tecnologia que
contiene IA potencialmente puede afectar a derechos fundamentales como son la intimidad,
integridad fisica y moral, la proteccion de datos, pero, si de PCD se trata, deberd impedir la
lesién de las PCD del principio de no discriminacion y el debido respeto a la igualdad de
trato evitando que se conviertan en el germen de desigualdades y de exclusion laboral®'. Las
ideas recogidas se sustentan principalmente en el Dictamen CESE titulado Inclusion de las

29 ARANDA MARTINEZ M.C. (2025), Direccién y control de la actividad productiva, Tirant lo blanch,
pag. 182.

30 Por eso se incide en la Comunidad internacional en que no se deje a nadie atrds, siendo para ello necesario
que las PCD participen en la toma de decisiones o proceso decisorios, CRPD/CSP/2025/3, cit., pag. 9/13.

31  Por todos, GONZALEZ DE PATTO, R.M. (2023), «Inteligencia artificial inclusiva versus discriminatoria
ante la discapacidad laboral», Temas Laborales, 16/2023, pag. 49 y ss.
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personas con discapacidad en el contexto de las nuevas tecnologias y la IA: posibilidades,
retos, riesgos y oportunidades de 2025, entre otros documentos*?.

El principal riesgo de las nuevas tecnologias y de la IA: es la discriminacion. Son
numerosos los peligros de la IA para los avances de la normativa antidiscriminatoria,
pudiendo implicar un camino hacia atrds, desandando los logros alcanzados y ultrajando
la no discriminacién de las PCD.

La IA no es todo lo accesible que deberia esperarse para las PCD. El acceso a la
tecnologia pensada para su uso por personas discapacitadas (o no), se ha desarrollado o
se esta desarrollando, sin embargo, no se incorpora a la empresa o Administraciéon publica
(simplemente por ser herramientas tecnoldgicas mds costosas). Surge una nueva barrera
que desincentiva su inclusion laboral a medida que avanza el desarrollo tecnolédgico. Es
decir, surge una brecha (o una pluralidad de brechas: digital®®, de asequibilidad, falta
de tecnologia de apoyo o sin mas dificultades de acceso a la propia tecnologia, falta de
apoyos o ayudas que fomenten el desarrollo de IA dirigidas a la inclusion de PCD, falta de
investigacion).

Acudir alaIA enlaseleccion de personal en las empresas puede suponer la exclusion
de la PCD ya desde la propia eleccién de candidatos, en una fase previa a la contratacion.
Se apuntan las dificultades de uso del chabot, herramientas las que se recurre en estas
fases y en las entrevistas de trabajo. Sin duda, ello dependera del nivel de desarrollo de la
tecnologia porque las interacciones generadas pueden pasar de ser predefinidas a ser mas
versétiles y personalizadas®*. El cribado automatizado del curriculum vitae es otro factor
excluyente para la PCD (pero también para otros rasgos de discriminacion prohibidos),
impidiendo llegar a entrevistas de trabajo porque no supera ese primer obstaculo. De ahi
la importancia de la normativa que protege a la PCD en la seleccion de empleo y agencias
de colocacion. Se afirma que al disefiarse la IA no se ha tenido la sensibilidad de incorporar
ajustes razonables para la PCD para realizar las entrevistas laborales®. Se propone el recurso
a herramientas alternativas, impidiéndose que la contratacion algoritmica sea excluyente
por no responder a los criterios elegidos por el programa informético o por ser atipicos.
Se llegara a afirmar que de la lectura conjunta de los arts. 9 y 27 CDPD (accesibilidad y
derecho al trabajo), deriva la obligacion para los empresarios de recurrir a una IA que evite
efectos discriminatorios de tecnologias inaccesibles*®.

32 C/2025/2959, DOUE serie C de 16 de junio de 2025.

33  Observable en las herramientas y adquisicion, o no, de competencias digitales que ayudan a la busqueda de
empleo e intermediacion y serdn garantes de la plena accesibilidad hacia la inclusion laboral de la PCD (art.
38 LE), el manejo de las propias herramientas digitales o la barrera tecnoldgica en el desempeno del trabajo,
que hard necesario una aprendizaje permanente y acompanamiento, por cierto, que también necesitan las
personas sin discapacidad, por diversas razones, como la edad u otras.

34 AsiyaenEE. UU. se desarrolla la IA en salud mental con fines terapéuticos, acercandose a la herramienta
digital con otros enfoques, evitando la respuesta del estereotipo esperable, controlando las interactuaciones
de las personas con el sistema y realizando evaluaciones de seguimiento, con protocolos especificos,
permitiendo identificar patrones de uso (asi el llamado therabot en el ambito clinico y tratamiento a
distancia, utilizado como apoyo en salud mental. Cuya configuracién parte de ensayos con quienes
padecen trastornos depresivos, ansiedad, riesgos de trastornos de conducta alimentaria). Un acercamiento
que también encuentra criticas, de quienes rechazan una terapia basada en inteligencia artificial La
participacion de las PCD ofrece resultados positivos para la mejora de estas herramientas de chatbot o bot.

35 Nuevamente, Informe de Gerard Quinn, A/HRC/49/52 de 28 de diciembre de 2021, cit., pags. 11 o 13.
36 También en Informe de Gerard Quinn, A/HRC/49/52 de 28 de diciembre de 2021, cit., pag. 13.
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Sin embargo, hemos de sefialar que el disefio del deber legal del ajuste razonable
al ser una obligacidn concerniente al empresario en el seno de la relacién laboral dificulta
su exigibilidad antes de la contratacién. Ya tuvimos ocasion de formular la necesidad de
extender desde la legislacion estos ajustes razonables a sujetos distintos del empresario®’,
proponiendo reformas legislativas.

En la formacidn laboral si bien la IA deberia ser una oportunidad revolucionaria de
los aprendizajes, no obstante, su uso en ocasiones deja fuera de la seleccion de las acciones
formativas a la PCD, no ofreciéndoles plazas dentro de las decisiones empresariales
formativas genéricas y s6lo dando acceso a la formacion prevista para discapacitados,
rompiendo nuevamente la idea de inclusion laboral y plena integracién en el empleo
ordinario que es la columna de la CDPD.

Cuando comienza el desemperfio de la prestacion laboral y la IA es utilizada para la
supervision del cumplimiento de las obligaciones, la ausencia atencion a la discapacidad
coloca a la PCD como incumplidores si el método de vigilancia es automatizado y carente
de celo y cuidado a la discapacidad. Esto supone un retroceso para el trabajo inclusivo.
Asimismo, puede suponer un incumplimiento de la obligacién del art. 20.3 ET que llama a
la capacidad real de la PCD en el seguimiento de las facultades empresariales de vigilancia
y control de las obligaciones laborales.

Entre la comunidad internacional se ha apuntado que la IA se estd convirtiendo
en custodio de las prestaciones de proteccion social y ello supone que puedan existir
restricciones si se utilizan datos con sesgos o algoritmos discriminatorios®, y su resultado
seala denegacion de las prestaciones, de los servicios sociales y de la ayuda social. En Espana
ya se ha implantado una Seguridad Social digitalizada en todos sus procedimientos; tanto
en actos de encuadramiento y recaudacion como en el reconocimiento de prestaciones,
y lo que pudiera ser un aporte de agilidad y transparencia, por el colectivo de personas
al que se dirigen las prestaciones sociales se ha convertido en lo contrario (nunca la
administracion de Seguridad Social funcion6 peor que con su digitalizacion®®). El otro

37 SERRANO ARGUELLO N. (2021), «La integracién laboral de las personas con discapacidad estudiada
desde la prohibiciéon de discriminacion: El ajuste razonable como medida antidiscriminatoria», en
FERNANDEZ ORRICO EJ. (dir.) Inclusién laboral de personas con discapacidad intelectual, pgs. 295-377.
También reflexiona sobre esta cuestion, en referencia explicita a la necesidad de reformas para incluir la
exigibilidad del ajuste razonable antes de iniciarse la relacion laboral, ESTEBAN LEGARRETA R. (2025),
«La reforma de la extincién del contrato de trabajo por incapacidad permanente y su vinculacion con la
implementacion de adaptaciones razonables», Rev. Trabajo y Derecho, n° 129, version electronica

38 Informe de Gerard Quinn, A/HRC/49/52 de 28 de diciembre de 2021, cit., pag. 10, con referencias explicitas
a la prestacion por desempleo y cumplimiento de los requisitos exigidos. Inconvenientes que también se
apuntan en la atencion sanitaria en referencia a los seguros de salud o de la atencién de la salud lesionando
el art. 25 CDPD, también en pag. 14; y pag. 13 en referencia a la opacidad.

39 Una muestra por todos conocida es el ingreso minimo vital y su gestion digital, que ha acumulado no
solo numerosos fallos de gestion y errores, sino que ha producido excesiva litigiosidad para devolucién de
prestaciones indebidas, causadas por la propia Administracion. Lo que ha abierto la aplicacion por parte
del TS de la llamada doctrina Cakarevic del TEDH, aplicada en STEDH de 26 de abril de 2018 (Cakarevic
contra Croacia), por todas, SSTS 4 y 29 de abril 2024 (rcuds. 1156/2023 y 858/2022) y 15 de octubre de
2024 (rcud. 806/2022) que aprecia precisamente que las prestaciones por desempleo recibidas se deben a
un error de la Administracion de prestaciones (SEPE, en el caso). También la Administracion de seguridad
Social ha sufrido una fuerte pérdida de recursos humanos al hilo de la digitalizacion, sustituida la persona
por la maquina.
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peligro es la opacidad de las decisiones de la IA utilizada en la prestacion de servicios y
ayudas a la PCD financiados por el Estado“°.

2. LaIA como oportunidad para la PCD en el empleo

Ya se habla de una IA capaz de empoderar a la PCD en tanto permite superar
barreras y el beneficio de las tecnologias de apoyo también para el empleo, pero deben
existir infraestructuras que permitan su desarrollo y cualificaciones, formacion digital, de
todos los trabajadores (discapacitados y no). La colaboracién con la industria de laIA y la
participacion o bien de la PCD o de sus organizaciones representativas permitira conseguir
0, al menos, avanzar en la inclusion, con esta perspectiva o enfoque positivo.

Singularmente la IA facilita la integracion a personas con discapacidades sensoriales
ofreciendo soportes tecnologicos, programas informaticos, quiza porque sea el &mbito en el
que mas se ha desarrollado y déonde mas se ha invertido, hasta la fecha, pero nada impide
que progrese en el ambito de la salud mental y la discapacidad intelectual.

El acercamiento a una IA accesible no basta. La IA sirve a la implantacién del ajuste
razonable en el trabajo y también es til antes del inicio de la prestacion laboral. Cuando se
describen las competencias en nuevas tecnologias de las PCD, se alude a su baja capacitacion
digital. Lo que implica que se debe prestar atencion a esta brecha digital, e imponer acciones
en el empleo para formar y capacitar a las PCD, junto a otros colectivos con las mismas
necesidades formativas (por razones diversas edad y envejecimiento, dispersion territorial
y dificultades de la sefal tecnologica, niveles formativos alejados de la tecnologia, etc.).

Por otro lado, el uso de la IA en los espacios de seguridad y salud y los riesgos
vinculados a la digitalizacion hacen que reparemos en la ayuda de la robética, gracias a los
cobot que facilita el trabajo colaborativo con personas, y la seguridad que proporcionan,
capaz de anunciar peligros, el control del trabajo repetitivo y, por ende, la capacidad de
facilitar el acceso al trabajo a la PCD y compartir espacios mas seguros®.

Los propios servicios publicos de empleo han desarrollado algoritmos que
contribuyen a la inclusion laboral de las PCD. Un ejemplo estd en algunos desarrollos
del Programa Tandem de formacion en alternancia, cuando atienden a la discapacidad.
Algunos de estos programas estan expresamente dirigidos a las personas con discapacidad
intelectual. En todas las areas implicadas en la relacion laboral la tecnologia automatizada
ofrece beneficios y ventajas para la inclusion de los discapacitados, el reto esta en una
implantacion y seguimiento que evite la discriminacion algoritmica y extraiga todo su
potencial de eficiencia, mejora, seguridad. La diversidad de la PCD puede contribuir a una
IA mas cordial para todos los trabajadores en la medida que el sistema sea entrenado para
captar la variedad de las personas trabajadoras, se le instruya sobre los beneficios de esa
pluralidad y reconozca las capacidades diferenciales de las personas.

40 Entre otros, VALLE ESCOLANO R. (2023), «Inteligencia artificial y derechos de las personas con
discapacidad: el poder de los algoritmos», Rev. Espariola de discapacidad, n° 11, pag. 15.

41 Como expuso ya MERCADER UGINA J.R. (2022), Algoritmos e inteligencia artificial en el Derecho del
Trabajo, Tirant lo blanch, pag. 102.
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V. LaIA parala consecucion laboral de los discapacitados y su plena
inclusion

Resulta indispensable analizar cuando la IA es inclusiva®?. Por ello, hay que explorar
la utilidad de nuevas tecnologias e IA para el acceso al trabajo (cualquiera que sea su
tipologia). También reparar en las oportunidades que ofrece IA en la mejora de los ajustes
razonables, explorando buenas précticas ya ensayadas en otras latitudes®. Sin olvidar el

potencial que la ayuda de la robdtica puede suponer para la autonomia de la PCD, también
en el desempeiio de una actividad laboral (acompafiamiento, ayuda, asistencia, interaccion).

Para conseguir avanzar en la plena inclusion de las PCD se hacen necesarias las
ayudas de Estado, siendo imprescindible la implicacion del presupuesto publico en su
desarrollo. Asi se reclama el aumento de la financiacién que mejore capacidades digitales
a PCD.

No puede renunciarse por las Administraciones Publicas a la inversion en educacién
y formacién** (posibilitando quitar cualquier obstéculo a la inclusion laboral). Se hace
necesaria la formacion en IA dirigida a PCD y a su integracion laboral. Dicha formacion
proporciona la capacitacién digital de la PCD (no sélo en los distintos niveles educativos
sino también en formacién profesional). Para identificar en qué situaciones y cudles son
los destinatarios que conviene formar es necesario el examen de la brecha por discapacidad
(en plural, brechas, y singularmente la brecha digital**). La apuesta es la digitalizacién
inclusiva, toda la formacion deberia llevar este marchamo. Asimismo, debe atenderse a
los singularizado de cada tipologia de discapacidad, lo que exige una labor ingente de
ordenacion y diferenciacién de datos y parametrizacion.

Se viene seialando la importancia de la promocion de ajustes razonables en el
trabajo, desde las fases de contratacion laboral, pero también debe explorarse en momentos
anteriores. Por ejemplo, ya desde el proceso de la intermediacion laboral debe existir una
normativa que atienda a las dificultades de integracién de las PCD*“®. En este campo la Ley
de empleo, en su version ultima, remozada en 2023 se encuentran referencias a las PCD*/,

42 De nuevo hemos de seguir las referencias que aporta el Dictamen CESE (C/2025/2959 DOUE serie C de 16
de junio de 2025).

43  Como el ejemplo de Canadd, cuyas autoridades han elaborado un documento que puede servirnos de
referencia Accesible and equitable Artificial Inteligence Systems, de 7 de agosto de 2024, del que luego
daremos in extenso cuenta. Documento que cita el propio CESE, remitiendo a su contenido.

44  En el seno de la UNESCO se aprob¢ en 2021 la Recomendacién sobre ética de la IA, mostrandose el
organismo internacional preocupado por conseguir la no discriminacién por razén de discapacidad.

45 En ocasiones se utiliza el término discriminacion digital que no es necesariamente sinénimo de brecha
digital.

46  Por ello, se sugiere un cambio regulativo de la intermediacién que se adapte al cambio tecnolégico y que ya
en esos momentos previos a la contratacion tenga en cuenta de un lado las obligaciones de la empresa (cuota
de reserva) y de otro la evitacion de abusos y discriminaciones a que ahora pudiera conducir la tecnologia,
SERRANO FALCON C. (2022), «Proceso de contratacion, politica de empleo y uso de algoritmos» en
AAVV, Discriminacion algoritmica en el dmbito laboral: perspectiva de género e intervencion, Aranzadi,
BIB\2022\1109. La IA ha de servir para mejorar la busqueda de empleo, pero no aparte a colectivos, y
dando pasos adelante recoja acciones colectivas para los llamados colectivos prioritarios entre los que se
encuentra la PCD.

47 Un completo anlisis de las aportaciones de la Ley 3/2023 en GONZALEZ DE PATTO, R.M. (2023),
«Inteligencia artificial...», cit., pags. 47 y ss.
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como es habitual en esta norma reconociéndolas como colectivo de atencién prioritaria
tanto para las politicas activas de empleo como para los programas especificos, incluidas
las medidas de accidn positiva (también denominados colectivos o grupos vulnerables
de atencidn prioritaria). La LE de 2023 siguiendo la estela de las normas predecesoras
se muestra preocupada por la inclusion en el empleo ordinario de los discapacitados sin
renunciar al empleo protegido®®, y por la brecha digital“.

Las herramientas de la IA han de aplicarse a la contratacion laboral, ante la necesidad
de evitar la discriminacién ala PCD y ser accesibles (IA, nuevas tecnologias). También la IA
esta llamada a sumar, siendo una técnica informdtica mas que no intervenga para sustituir
a las tecnologias de apoyo (las existentes y aceptadas). Son necesarios todos los ajustes de
accesibilidad para facilitar la inclusion en el mercado laboral.

En la materia que abordamos la IA debe ser vista como maleable o ductil: por su
capacidad de adaptacion a distintos escenarios y diferentes discapacidades. La capacidad
de accién y ejecucion de la inteligencia artificial (corrige, sugiere, «crea»). Sin embargo, hay
que evitar su imposicion, y permitir las imprescindibles transiciones. La IA estd llamada a
la interoperabilidad con otros instrumentos, como nos indica, acertadamente, el CESE no
es posible fiarlo todo a la IA.

VI. El ajuste razonable como freno a los peligros de la IA
discriminatoria

La intensificaciéon del ajuste razonable venimos indicando que despliega un
gigantesco potencial al hilo de la implantacién de la IA, evitando que esta tecnologia
informdtica (en el presente y de futuro) apoyada en los algoritmos sea un obstéculo laboral
para los discapacitados.

Los riesgos de la discriminacién que puede traer consigo la IA (ya son recogidos
en el citado Reglamento 2024/1689 IA). Pueden agruparse en distintos aspectos, como los
siguientes: sesgos de identificaciéon biométrica o que la IA se aproveche de vulnerabilidad(es)
o cualquier seguimiento del rendimiento con (la actual) IA perjudica ala PCD. Esto acontece
si la TA no es capaz de reconocer a la persona y diferenciarla. Cualquier remuneracién
que se base en rendimientos, desde hace tiempo aparta o expulsa del trabajo a las PCD
y la llegada de la IA debe permitir continuar con ese criterio normativo, de atender a la
capacidad real de los trabajadores con discapacidad.

Como se viene analizando hay que prestar atencion por la posible afectacion de la
IA alos DDFFE, y de manera singular a la proteccion de datos y a la intimidad. Corresponde,
también, evitar cualquier clase de perjuicios en la contratacion al utilizar IA (la PCD difiere
del perfil ideal). Por ello, hay que tener presentes los riesgos en la aplicacién automatizada
de procesos de seleccion para agilizar la contratacion si ello resulta en perjuicio de la
PDC porque sus itinerarios y recorrido laboral son otros diferentes a los estandares
(interrupciones formativas, mas ailos dedicados a su educacién, procedencia de entornos

48  Art. 54 Ley 3/2023. El art. 50.1 de la citada norma siente la necesidad de identificar a efectos de la LE
personas con discapacidad con distintas discapacidades con mayores dificultades de acceso al mercado de
trabajo y no sélo en atencion al grado reconocido de discapacidad, en especial vinculada a la salud mental
y discapacidad intelectual o si es fisica o sensorial severa.

49  Arts. 13.3b), 56.1 g) LE ofreciendo itinerarios personalizados, pero no presenciales.
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especializados sean educativos o sean de trabajo), sin responder a los estandares que pueden
ser los tnicos que alimenten el algoritmo. Todo algoritmo que se aplique para el ejercicio
de las facultades de direccion empresariales deberia pasar un filtro de cumplimiento de la
norma laboral, empezando por las prohibiciones de discriminacion.

En el desarrollo actual de la tecnologia digital se muestra una imperiosa necesidad
de la supervisién humana de la IA que evite la discriminacion, que evite los prejuicios
apuntados.

Asimismo, existen obstaculos para PCD, en tanto que se aplican herramientas
digitales en el proceso de contratacion no alimentadas sobre las caracteristicas y trayectorias
de la PCD, sin tampoco ofrecer ajustes razonables a la PCD. La respuesta estriba en la
necesidad de encontrar alternativas accesibles en ese momento, o ser por si accesible la
oferta de empleo.

El gran problema reconocido conlleva lograr el ajuste razonable para el empleo de
la PCD. El ajuste razonable en la actualidad es, en palabras del CESE, un desconocido para
la empresa. Esta afirmacion necesita de una mayor explicacion, no es tanto que el ajuste
razonable se desconozca como medida por parte de la empresa, sino que en el dia a dia el 70%
de las empresas no cuentan con directrices sobre ajustes razonables en sus departamentos
de recursos humanos. A ello debe sumarse que el 76% de las empresas ignora las ayudas
existentes. Con este panorama resulta ineludible difundir lo ya reglado y existente sobre
los ajustes razonables (no hay déficit normativo sino ausencias aplicativas), para que ese
desconocimiento no se convierta en un muro empresarial. Sin duda algunas actuaciones
al margen de la regulacion del ajuste razonable, como la derogacion y reformulacién de la
causa extintiva si afecta a una declaracion de incapacidad permanente del art. 49.1 nueva
letra n) ET*°, recientemente reformada en el derecho espaol y el hecho de su mencién
en una institucion tan sensible para la continuidad de la relacion laboral (la relativa a la
regulacion de la extincion contractual y el despido) aparezca el ajuste razonable servira
para visibilizar esta obligacion (mas alla de su relacién directa con la prevencion de riesgos
laborales y la salud laboral). Sin embargo, no parece necesario que se recuerde la exigencia
de ajuste razonable en la contratacion, la regulacion salarial, la ordenacién del tiempo de
trabajo, las facultades directivas y su ejercicio regular, la clasificacién profesional y las
posibilidades de promocion o el despido, etc.., esto es, en cada aspecto de la dindmica de la
relacion laboral contratada; bastando su regulacién unitaria como obligacién empresarial
y aplicabilidad a la globalidad de la relacién laboral.

Por otro lado, no es suficiente con la existente regulacion sobre el ajuste razonable,
a las empresas y Administraciones Publicas deben llegar tanto la obligacién legalmente
exigible como las bondades de su implantacion, es necesario sensibilizar a las empresas
y a los propios trabajadores en esta cuestion relativa al ajuste razonable, incluida la
representacion legal de los trabajadores (y su vigilancia en el ejercicio de las funciones
representativas atribuidas legalmente, en especial, de los delegados de prevencién).

Una cuestion esencial serd la presencia de PCD en el desarrollo de algoritmos de la
IA. Al generar un algoritmo este ha de tener en cuenta la perspectiva de la discapacidad,
contar con las personas con diversidad funcional y con sus necesidades. En las relaciones
de trabajo y empleo se hace indispensable el didlogo con los ordenamientos nacionales

50 Reforma incorporada con la promulgacién de la Ley 2/2025.
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(legislacion laboral) y con interlocutores sociales (en una lectura nacional significa, entre
otras cosas, alcanzar estas obligaciones para su mejora en la negociacién colectiva y en
los derechos de informacién a representantes de los trabajadores®!, cuestiones que tienen
su anclaje en el art. 64.4 d) y DA 232 ET preceptos identificados concretamente con el
trabajo en plataformas y en relacion con la Directiva 2024/2831 relativa a la mejora de las
condiciones laborales en el trabajo en plataformas, pero siendo necesario que se atienda al
trabajo de PCD -ya que los términos de las redacciones de estas regulaciones son genéricos y
no recalan en la discapacidad, por el momento-). No obstante, conviene revisar esas normas
para ampliar su ambito porque la irrupcion de la IA se produce en todas las empresas y
sectores y no solo en el trabajo vinculado a plataformas.

Adicionalmente es incuestionable que, en el marco del didlogo, cuando de
discapacidad se trata, resulta de obligado cumplimiento consultar a las organizaciones
que representan a PCD (lo cual se reitera con insistencia por el CESE), para que aporten
sus consideraciones en el desarrollo IA y en sus evaluaciones. También las empresas
que desarrollan algoritmos deberian contratar a PCD para estas tareas (se trata de un
requerimiento para que las demandas de la comunidad que representan a la discapacidad
estén dentro del desarrollo IA y de las nuevas tecnologias). Todo ello persigue una unica
finalidad, la inclusién de PCD en el mundo laboral.

Desde los organismos europeos se pone hincapié en tres sectores de actividad,
que sirven de acicate para implantar acciones. Se hace referencia a la Universidad, en
clara llamada a la formacién, pretendiendo hacer presente a la PCD en los estudios de
informatica e ingenieria (con ello se mejoraran las soluciones IA y de la programacion
en general). Se incide en la importancia de evitar discriminaciones de la IA para las PCD
en el ambito de banca y seguros, haciendo hincapié en el uso de la IA para los servicios
que se prestan teniendo en cuenta las necesidades de las personas con discapacidad (en
un sector con efectos multiplicadores para la inclusion o exclusion). Sefialandose que no
debieran explorarse una aplicacion con criterios de automaticidad de una herramienta.
Igualmente, se resenian los riesgos de la IA en la fijacion de precios de seguros de vida y
salud en relacién con los discapacitados, apuntdandose el peligro de vulneracion de los
DDFFE, exclusion financiera y discriminacion. Se solicita la realizacion de una evaluacion de
impacto. Reivindica, igualmente, la sensibilizacion sobre discapacidad y reducir obstaculos.

No forma parte de la propuesta de las instituciones europeas (con el CESE a la
cabeza), pero quiza se deberian incrementar en los tres ambitos resefiados (universidad,
banca y seguros, sector de aseguramiento de vida y salud) la presencia de las PCD. Por un
lado, mediante mas contrataciones laborales y, en segundo lugar, por otro, impulsando que
su presencia laboral conlleve aportaciones significativas para evitar las discriminaciones
por discapacidad encubiertas o perceptibles en las herramientas de IA.

51 La SAN de 4 de julio de 2025 (proc. 182/2025) aborda precisamente la dimension del derecho de
informacion de los representantes de los trabajadores relativa a los algoritmos y su uso en las relaciones
laborales. Sobre la regulacion vigente y derechos reconocidos, hasta la fecha a la RLT, con criticas a que
se trate de informacion pasiva y no de consulta salvado en la interpretacion de la norma y del contenido
que concierne a esa informacién (qué se debe conocer). Comentada por NOGUEIRA GUASTAVINO M.
(2025), «Algoritmos opacos, sindicatos desarmados: la libertad sindical frente a la asignacion automatizada
de turnos», Rev. de jurisprudencia laboral, BOE n° 7/2025. Sobre esta cuestién, VALLE MUNOZ A. (2023),
«El derecho de los representantes legales de los trabajadores a ser informados por la empresa sobre el uso
de algoritmos o sistemas de inteligencia artificial», REDT, n° 266, Aranzadi BIB\2023\2115.
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VII. Los cinco métodos de ajuste razonable

A continuacién, y a proposito del Documento: Ajustes razonables en el lugar de
trabajo, directrices y buenas prdcticas®, que se encuentra dentro del paquete europeo sobre
el empleo de las PCD procedemos a dialogar con el mismo. En tanto el citado documento
recoge ejemplos de buenas practicas sobre ajustes razonables. En primer lugar, corresponde
senalar que su espacio de actuacion es mas amplio que el que corresponde ala IA (y que en
cuanto al ambito digital entre ellas incluye el uso tecnologias de apoyo y de otras tecnologias
que necesariamente no son inteligencia artificial).

1. ;Qué es el ajuste razonable en el derecho al trabajo del discapacitado?

La facilitacion de ajustes razonables esta presente en la normativa de discapacidad
(internacional y espafiola). Siempre conviene recordar qué se entiende como discapacidad
desde la amplia definicién y enfoque de la CDPD de 2006, esto significa que la limitacién
de la capacidad deriva de dolencias permanentes que pudieran ser fisicas, sensoriales,
mentales o psiquicas (o combinacion de ellas), que, al interactuar con diversas barreras
puede impedir la participacion plena y efectiva de la persona en la vida profesional en
igualdad de condiciones con los demds trabajadores>*. Convencidn ratificada por la
propia UE en 2010 y ademas por los Estados miembros que la integran, por Espafia con
anterioridad®*.

El ajuste razonable puede ser visto como una garantia®. La obligacién genérica
dirigida a los empresarios exige adoptar medidas adecuadas que permitan eliminar
desventajas a las PCD, cudles sean esas medidas dependera de las necesidades de cada
situacion concreta atendiendo a la PCD vy el entorno laboral en el cual se desenvolvera,
logrando asi no sélo el acceso al empleo sino también el desempeno del trabajo y las
posibilidades de promocién laboral o formacion [tal y como se recoge en los arts. 5 de la
Directiva 2000/78, 40.2 RD-Legislativo 1/2013, 4.1 y 6.1) Ley 15/2022]. El ajuste razonable
se disefia en el art. 5 de la Directiva 2000/78 como una obligacién empresarial que sélo
encuentra un limite, que no suponga una carga excesiva para el empresario (debiendo
atenderse al coste que suponga, dimension de la empresa, recursos y posibilidad de ayudas

52 Comision europea, Direccion general de empleo y asuntos sociales e inclusion, Oficina de Publicaciones,
2024.

53  Asi se interpreta este concepto por el TJUE en diversas resoluciones, las mas recientes, Sentencias de 18 de
enero de 2024, C- 631/22 y de 11 de septiembre de 2025, asunto C-5/24 y asunto C-38/24. En un caso, este
ultimo, que responde a la discapacidad de un hijo y por lo tanto la proteccién de no discriminacién por
asociacion, ya que el trabajador no es la persona con discapacidad, pero es quien requiere adaptaciones del
puesto de trabajo relacionadas con el horario de trabajo para poder atender al hijo con discapacidad.

54 En ocasiones el TJUE sefiala que el reconocimiento por la normativa nacional de una persona como
discapacitada no significa, necesariamente, que le sea de aplicacion la Directiva 2000/78, al verbalizar que
ese otorgamiento de discapacitado por el derecho nacional no implica que se tenga una discapacidad a
efectos de la mencionada norma europea. Sin embargo, si el Estado miembro y la propia UE han ratificado
la Convencion de 2006, lo mas ajustado sera que haya adaptado sus respectivos ordenamientos, el europeo
y el nacional al concepto de discapacidad senalado en la CDPD. Por lo tanto, seran extranos y aislados
los supuestos en que el derecho nacional reconozca la condicién de discapacitado a una persona y, sin
embargo, ese reconocimiento no suponga la aplicacién en materia de empleo de la Directiva 2000/78 (si
hubo la pertinente armonia en la adaptacion de los derechos). A mayor abundamiento el propio TJUE
reconoce que la citada Directiva debe interpretarse a la luz de la Convencion de NNUU, lo légico serd que
se invoque la Convencion y la interpretacion sea conforme a ella.

55 Desde esta perspectiva se describe por la STJUE de 11 de septiembre de 2025, C-38/24.
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publicas®) y, ademds, no serd entendida como excesiva si gracias a las medidas del Estado,
normalmente ayudas o subvenciones, es paliada en grado suficiente. El ajuste razonable
es el instrumento para garantizar en la empresa a las PCD la igualdad o equiparacion y
alcanzar su plena inclusion laboral. El ajuste es una garantia de la consecucion del principio
de igualdad de trato. Precisamente el recurso a la IA puede contribuir a que la modificaciéon
o adaptacion no suponga un gran coste, diluyendo el concepto de carga excesiva para el
empresario.

La propia Directiva 2000/78 en su considerando 20 se refiere a: medidas adecuadas,
que deben ser eficaces y practicas para acondicionar el lugar de trabajo en funcion de
la discapacidad y hasta nos ofrece algunos ejemplos de ajustes razonables: adaptar
instalaciones, equipamientos, pautas de trabajo, asignacion de funciones o provision de
medios de formacién o encuadre (es decir, de clasificacion profesional). La obligacion de
su cumplimiento o realizacion por los empresarios figura en el art. 5 de la citada Directiva.
Se exige tomar las medidas adecuadas (adjetivo relevante, pero a la vez concepto juridico
indeterminado) atendiendo a la necesidad de la situacion concreta. El ajuste razonable
debe permitir a la PCD: acceder al empleo, incorporarse o la promocion profesional, sin
descuidar la formacién. No cumplir con la obligacion de ajuste supone incurrir en una
discriminacién por motivos de discapacidad, como ya lo anuncia el art. 2 CDPD.

A veces a través de resoluciones del TJUE se nos ha ido identificando qué es un
ajuste razonable®’ (y que no®®). Del mismo modo la CDPD identifica el ajuste razonable
como medidas que deben implantarse atendiendo a la necesidad del trabajador, esto es,
no pueden ser generales sino responder en cada caso personal, gracias a modificaciones y
adaptaciones necesarias y adecuadas siempre que no impongan una carga desproporcionada
o indebida®. También estd presente la idea de garantia del ajuste razonable en la CDPD, en
tanto su finalidad es permitir el ejercicio en igualdad de condiciones al resto de personas®.

56 El considerando n° 21 de la Directiva 2000/78, identifica todos estos pardmetros que deben tenerse en
cuenta para determinar si la carga es excesiva para el empresario, o no lo es.

57  Por todas, STJUE 11 de abril de 2013, C-335/11 y 337/11, 15 de junio de 2021, C- 795/19, 10 de febrero
de 2022, C-485/20, o mas recientemente, 11 septiembre 2025, C-5/2024 y C-38/24, asi ha permitido
reducciones horarias e incluso la asignacién de otro puesto de trabajo, pero este otro puesto debe existir
y estar vacante, asunto C-631/22; o permitir llevar dispositivos de correccién auditiva para realizar las
funciones del puesto, o incluso disfrutar de unos horarios fijos para permitir asistir a un hijo discapacitado,
para evitar la discriminacién por asociacion. Igualmente, la STC 51/2021 identifica como ajuste razonable
aspectos vinculados al tiempo y horarios de trabajo atendiendo a la discapacidad.

58 STJUE de 11 de septiembre de 2025, C-5/24, no lo es una mejora de seguridad social reconocida en
convenio colectivo, ni tampoco el mantenimiento del empleo sin remuneracion en diversas circunstancias
convencionalmente contempladas. Tras la lectura de esta Sentencia y, aunque en ella no se diga con claridad,
podria afirmarse que ni la Seguridad Social complementaria ni tampoco las propias prestaciones u otras
acciones de Seguridad Social pueden ser consideradas ajustes razonables, ya que no cabe su reconduccion
a la definicién de este concepto del ajuste razonable. Pues los ajustes son medidas adecuadas que esta
llamado a adoptar el empresario para permitir a la PCD su plena inclusion laboral. En este escenario una
suspension de la relacion laboral tampoco es un ajuste razonable (lo que hace que prestemos, a futuro,
atencion singular, a la posible falta de correccion -en términos de no discriminacion a la PCD- de la medida
suspensiva del contrato que regula el legislador espanol en la reforma del art. 49.1 letra n) ET, con el cambio
aprobado por la Ley 2/2025).

59  Elart. 6.1a) Ley 15/2022 precisara sobre las modificaciones o adaptaciones que se refieren tanto al ambiente
fisico, social como actitudinal.

60 Asiart.2 CDPD.
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El ajuste puede relacionarse a la necesidad del trabajador discapacitado en su lugar de
trabajo, pero no sélo (también se admite para quien presta asistencia y cuida a PCD a
su cargo). El ajuste razonable se concibe para el desempeio de la actividad laboral de
la persona con discapacidad, la obligacién exigible al empresario desprende, a su vez, la
adopcién de medidas para permitir el acceso, permanencia o progreso en el empleo o
para recibir formacion. La obligacién empresarial de realizar ajuste razonable se vincula
a que la persona pueda desempenar el trabajo (tenga capacidad para el desempeiio de las
tareas fundamentales del puesto®), debe tenerse en cuenta la situacién de cada persona.
El ajuste razonable incumbe al empresario que es el obligado a adoptar la medida/s
adecuada/s para permitir a la PCD y en su beneficio salvar las barreras que le dificultan
la plena integracion laboral. Tras la importante reforma introducida con la Ley 2/2025
en nuestro ET, ademads, el ajuste se convierte en una piedra angular de la estabilidad
laboral incorporando exigencias al empresario que atienden a la no discriminacién ante
la discapacidad de la persona trabajadora, que toma en consideracién voluntades de
permanencia en la empresa realizando actividad laboral pese al reconocimiento de la IPT
y por ende de una discapacidad, sin duda la suspension del contrato de trabajo no puede
entenderse como ajuste razonable (esa exigencia quiza traiga algun desvelo en el futuro
proximo al legislador nacional en clave de cumplimiento del art. 5 Directiva 2000/78).
Mas problemas genera la nueva regulacion sila IP reconocida tiene otro grado superior en
tanto que la persona trabajadora va a tener que optar entre la continuidad laboral o el cobro
de la prestacion econdmica®. Tampoco resulta ficil entender que la continuidad laboral

61 STJUE de 11 de septiembre de 2019, C- 397/18 sefalaba la no obligacion de mantenimiento del puesto
cuando la persona o no es competente o no esté capacitada o disponible para desempefiar las tareas
fundamentales del puesto de que se trate.

62 Mas aun desde la STS de 11 de abril de 2024 (rcud. 197/2023) que declaraba incompatible el trabajo
(concretamente si exige la inclusion en el Sistema de Seguridad social, no el residual) con el cobro de la
prestacion de Seguridad Social reconocida en grados de IPA y de GI. Respecto de la GI resulta mucho
mas criticable la respuesta jurisprudencial; en este caso, por la finalidad de la prestacién vinculada a la
atencion de tercera persona. Entre la doctrina ya se han levanto voces, por todos, CAVAS MARTINEZ
F (2024), «Incompatibilidad de la pensiéon de incapacidad permanente absoluta o gran invalidez con el
trabajo, salvo que sea esporadico o marginal: nuevo revés jurisprudencial para los grandes invalidos», Rev.
Jurisprudencia Laboral, BOE, n° 5/2004, pags. 1 a 9. Estos cambios deberian haber motivado al legislador a
regular inmediatamente todo lo relativo a las pasarelas entre trabajo y Seguridad Social en casos de persona
discapacitadas. Lo cual lleva décadas eludiendo, desidia legislativa que es el origen de algunas complejas
soluciones judiciales (acertadas o no) y de reformas legislativas que ademas de alterar el sistema normativo
precedente, entran en contradiccion con los pequefios avances en la no discriminacion de las PCD en el
trabajo y empleo. Mas reprochable es la decision de la STS de 12 de noviembre de 2024 (rec. 281/2022)
que aplicando aquella misma doctrina, a un supuesto que es distinto porque la integracion en el RGSS
de un politico lo es por ser asimilado y no por realizar un trabajo, rechaza la compatibilidad de una
prestacion de IPA con la compatibilidad de la condicion de responsable en régimen de dedicacion parcial
(retribuida y por ello con exclusividad) como concejal en un Ayuntamiento, de quien ha resultado elegido
en un proceso democratico; para el Alto Tribunal la prestacion «resulta incompatible con el desempeiio
retribuido del cargo de miembro de una corporacién local en dedicacion parcial, en tanto que el ejercicio
de ese cargo conlleva su inclusién en el RGSS y no se trata por consiguiente de una actividad meramente
residual» lo que supone, a nuestro juicio, un directo ataque de esta resolucion judicial al art. 29 CDPD
que reconoce a los discapacitados el derecho de participacion en la vida politica y pubica, obligando a
la persona a optar entre mantener la prestacion de Seguridad Social (reparese que era una IPA de una
persona ciega de un ojo y gran pérdida de vision del otro) o el desempeno de la funcion politica, opcion
que en estos casos se realizard por la prestacion publica porque reparese también los emolumentos que
abonaba el Ayuntamiento se percibian con dedicacion exclusiva parcial y retribuida. También aplica Ley
53/1984 para entender que existe la incompatibilidad. Con lo que ello supone de expulsién de la PCD del
ambito de la participacion politica (por su pension percibia mensualmente 811,10€, y pese a no indicarse
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estribe en una decision unilateral del trabajador, porque la exigencia de ajuste razonable
no deberia depender de una opcién de ninguna de las partes de la relacion laboral, sino
que es una exigencia anterior, que compete al empresario, obligando a este (desde las
normas internacionales e internas sobre discapacidad y empleo) a realizar los pertinentes
ajustes razonables. No puede tampoco depender de una voluntad empresarial, en ningin
caso. La reforma de la Ley 2/2025, en fin, cita cémo puede proceder el empresario en caso
de discapacidad sobrevenida fruto del reconocimiento de una IP (en sus grados de total,
absoluta o gran invalidez) realizando ajustes razonables, indicando la posibilidad también
de movilidad funcional®, en una vacante compatible con la discapacidad (que recordemos
es ajuste igualmente) o de justificar la carga excesiva que le impide llevar a efecto el ajuste®“.

La circunstancia que excepciona la obligacién empresarial sera que el ajuste suponga
una carga excesiva. No conviene olvidar la carga que supone llevar a la practica los ajustes
razonables, pero s6lo no serdn exigibles los ajustes razonables en caso de desequilibrio, esto
es, de carga desproporcionada para el empresario (de ahi que se puede afirmar que el ajuste
en ocasiones, no siempre, puede suponer una carga al empresario, pero sélo se excepciona
si la obligacion es ingente/enorme). Sin olvidar el papel de las politicas publicas y ayudas
de Estado, ya que no serd calificable de excesiva en el supuesto caso de que la obligaciéon
empresarial de ajuste razonable se palie en grado suficiente por medidas fijadas en la politica

la cantidad mensual percibida por el Ayuntamiento puede deducirse que era muy similar). Por lo tanto, el
legislador espaiol estd llamado urgentemente a una revision de estas normativas cuando de discapacidad
se trata, no hay duda de que la persona con esas deficiencias visuales tenia una discapacidad sensorial
(reconocida por el propio derecho espaiol). Por otro lado, una de arena y otra de cal por parte del TS, ya
que en la STS del9 de noviembre de 2024 (rec. 5322/2022) la solucion alcanzada es bien diferente porque
expuesto que no existe incompatibilidad entre la pensién (por ser la reconocida IPT) y los emolumentos
que como concejal en régimen de exclusividad y tiempo parcial percibe del Ayuntamiento, aplicando las
normas de Seguridad Social del RGSS, después de examinar las normas de incompatibilidades en el sector
publico de la Ley 53/1984, finalmente no traslada esa regla de incompatibilidad por tratarse de una IPT,
interpretando la voluntad del legislador de permitir el desempefio del cargos publicos pero en este supuesto
porque la prestacion reconocida (la incapacidad en grado de total) no impide la posibilidad de realizar
otras actividades retribuidas. Como se observa el TS, su sala social, trabaja mas comodamente con el
concepto de incapacidad laboral que con el de discapacidad, y elude integrar la discapacidad de la persona
y su proteccién normativa (nacional y de la CDPD de 2006) en las incapacidades laborales.

63 Como indicara la STS de 22 de febrero de 2018 (rcud. 160/2016), admitiendo decisiones empresariales de
movilidad a otros puestos de trabajo; igualmente admitido por STJUE de 10 de febrero de 2022, C-485/20,
si existen los puestos. Nosotros lo hemos criticado porque la movilidad funcional no debe ser un ajuste
razonable como medida ordinaria ni mucho menos primera, salvo en casos extremos, no obstante, en
la realidad préctica en ocasiones es la medida que se aplica, evitando el verdadero ajuste razonable y su
cumplimiento por el empresario; sin que pueda este optar por la movilidad cuando el trabajador podria
desempenar las tareas fundamentales el puesto con la adopcion de las medidas adecuadas a su discpacidad
y entorno.

64  Que, por cierto, la propia reforma del art. 49.1 nueva letra n) ET mediante la Ley 2/2025 define esta carga
en este momento para la empresa diferenciando sus dimensiones, si es de menos de 25 trabajadores,
introduce una presuncién en atencién al montante del coste, con la salvedad de que fuera sufragada
con ayudas publicas -subvenciones y ayudas que ni siquiera la Ley 2/2025 se preocupara de actualizar-,
inexplicablemente vinculada a la cantidad de la indemnizaciéon por despido improcedente del trabajado
o, si fuera mayor, la cantidad de 6 meses de salario bruto de ese trabajador (sen su puesto inicial? que es el
que se extinguiria). Mientras que si el tamano de la empresa es mayor ya se atiende a otros criterios para
cuantificar la carga excesiva, atendiendo a la capacidad econémica e ingresos de la empresa.
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de Estado sobre discapacidades. Debe atenderse a los costes financieros y de otro tipo que
supongan esas medidas y también a la dimension o tamanio de la empresa, sus recursos
financieros, volumen de negocios total de la organizacién o empresa, disponibilidad de los
fondos publicos, o ayudas publicas. Cuestiones que hemos tenido ocasion ya de analizar
previamente®®.

La tarea desempefiada por la Estrategia europea para la discapacidad de esta década
también ha encontrado recomendaciones de NNUU, asi se puede observar recientemente®®
(21 de marzo de 2025) y se nos advierte de las ausencias referidas en el texto.

2. Los métodos para realizar ajustes razonables en el lugar de trabajo

En la UE se identifican una serie de métodos para realizar un ajuste razonable en
el trabajo. Junto a la identificacion de resoluciones de aquello que no se considera ajuste
razonable, puesto que, de partida, un ajuste no es la accesibilidad. El ajuste desciende
a las necesidades concretas de la persona®’, estando su componente individualizado y
dirigido a las circunstancias concurrentes en un sujeto; que perduran incluso después de
haber implantado (la empresa) lo accesible y debe responder a lo solicitado por la persona
discapacitada, siendo medidas perdurables o con vocacién de permanencia.

Se enumeran respuestas empresariales que no son ajustes razonables o que no
deberian ser tomados como tales (aquellos que son residuales o con un minimo impacto,
los que se alejan de lo requerido por la PCD ni responden a su discapacidad, medidas
pasajeras o interrupciones de la prestacion concediendo permisos, aislamiento locativo
del discapacitado por no adaptar los entornos fisicos de los lugares de trabajo que no
contribuyen a la inclusién laboral, impedir uso de prétesis auditivas -en determinadas
circunstancias- u otras necesarias para el natural desenvolvimiento de la persona con este
tipo de discapacidad, normalmente sensorial).

El primero de los ajustes razonables es la facilitacién de tecnologia de apoyo.
Pueden ser dispositivos que permiten cambios en el modo de enfrentarse al desempefio
laboral (programas, dispositivos auditivos asistidos, etc.). En segundo lugar, la asistencia

65 Conviene ahora remitirse a ellos.

66 Comité NNUU sobre los Derechos de las Personas con Discapacidad (Comité de la CDPD) presento sus
observaciones finales sobre los informes periddicos segundo y tercero combinados de la Unién Europea,
como Estado Parte en la Convencion de 2006. Se recomend6 en sus observaciones finales que estableciese
un proceso para adoptar nuevas acciones, medidas y plazos especificos de cara a la aplicacion de la
Estrategia sobre los Derechos de las Personas con Discapacidad para 2025-2030 (punto 13), dentro de
la prospeccion que se realiza para la segunda mitad de esta década. En la Estrategia de IA de 2019 la
discapacidad esta ausente, sin embargo, aparecen mencionados en la Carta de derechos digitales desde la
perspectiva de derecho de accesibilidad, mencionando la brecha de la discapacidad.

67  No se trata de una cuestion que esté presente solo en los textos europeos, sino que asi se exige judicialmente,
por todas, STSJ de Galicia de 9 de septiembre de 2025 (rec. 2069/2025), en un supuesto en el que se procede
a cambio de puesto por motivos de salud, que con apoyo en la Observacion General n° 8 de NNUU de 2022,
tiene en cuenta cuando se produce una denegacion de ajuste razonable. Se atiende no sélo a la adaptacion
del puesto (hubo ya cambio de puesto empresarial antes del reconocimiento de su discapacidad vinculada
a la IPT), la propia declaracion de apto para el trabajo aun con limitaciones otorgada por el servicio de
prevencion de riesgos laborales, reconociendo la sentencia el derecho al percibo de los salarios de los que
le privo la empresa que despide en tanto percibia una prestacion de seguridad social. Al haberse declarado
la nulidad del despido por la discriminacion por discapacidad también tiene el derecho al cobro de los
salarios de tramite pues se trata de una persona con declaracion de discapacidad y se le reconoce prestacion
de IPT (reconocimiento en sede judicial no por el INSS), que no le impide realizar el trabajo.
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personal. En este caso hemos de referirnos al empleo con apoyo y a la demanda de una
IA para todos. En este punto segundo no puede olvidarse el acompafamiento en el
trabajo del discapacitado, la figura del asistente personal y la necesidad de evaluaciones
individualizadas que tengan en cuenta su discapacidad. En tercer término, se refiere al
ajuste del espacio de trabajo. Parece necesario que el empresario aborde aspectos locativos
y también ergondmicos, e incluso aportar medios para el desarrollo del trabajo domiciliario
(escritorio adaptado cuando sea complicado el transporte y la movilidad de la persona).
Como para todo trabajador, el teletrabajo debe ser aceptado voluntariamente, porque el
trabajo a distancia hoy sigue presentado dificultades en la promocion profesional y en el
reconocimiento del trabajo realizado, al margen del aislamiento que genera y exige evaluar
los riesgos psicosociales previamente a implantar esta opcion.

Algunos de estos ajustes estan directamente relacionados con pautas de trabajo, asi
el cuarto método identificado por la Comision de la UE se centra en el horario de trabajo
flexible o'y, finalmente, el quinto se dedica a la organizacion flexible de las tareas. Respecto
del horario es un método que sélo implica o la implantacion de pausas en el trabajo de la
PCD, atendiendo a sus necesidades, prolongadas en algunos casos, en otros, interrupciones
mads frecuentes o, a la inversa, permitir tiempo de trabajo cuando haya menos plantilla
realizando la actividad laboral, si asi lo demanda la PCD. La implantacién de la flexibilidad
horaria va de la mano de la demanda de la persona y sus necesidades, vinculadas a la
discapacidad concreta (del trabajador para la asistencia a hijos u otros familiares, cuando la
discapacidad concurre en estos ultimos y esta es la medida solicitada por el trabajador que
los cuida). El tltimo método referido a la flexibilidad, pero en este caso de la organizacién
de las tareas o personalizacién del puesto, esta pensado para el empleo con apoyo, necesita
de evaluaciones buscando aprovechar al méximo las capacidades de la PCD facilitando
el desemperio de las tareas para las que esté mejor capacitada o en su desarrollo consiga
mejores resultados.

Estos métodos no siempre se canalizan a través de nuevas tecnologias y de IA, sin
embargo, las herramientas tecnoldgicas o digitales pueden ayudar en todos ellos.

VIII. Las buenas practicas. Experiencias programadas para una IA
inclusiva

El intercambio de buenas practicas del uso de la IA es imprescindible, nuevamente
hemos de referirnos a la experiencia canadiense®®. Se distingue por un lado la IA accesible,
teniendo en cuenta la plena participacion de las PCD en la creacion y desarrollo de la IA,
pero también en atencién a su posicién como usuarios de estas tecnologias. Se parte de la
idea de la IA inclusiva, que permite a la PCD eludir barreras y lograr una equidad que le
aleje de toda discriminacién por discapacidad. Como en todo documento que analiza la
IA en su utilidad para la discapacidad se describen oportunidades y riesgos y se concluye
que so6lo determinadas précticas (vinculadas a la ética) cuando se desarrolla la IA pueden
prevenir dafios en la emergente apariciéon de la IA en todos los escenarios de la vida,

68  Guia técnica Accesible and equitable Artificial Inteligence Systems, de 7 de agosto de 2024, publicado por
Canada dentro de las normas de accesibilidad y que concierne su uso a toda la administracién dependiente
de su gobierno, sin perjuicio de servir de orientacion para los particulares y la empresa privada en relacion
con su Accesible Canada Act; incorpora entre sus dreas prioritarias para prevenir las barreras a la inclusion
precisamente el empleo.
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también en el trabajo. El estudio parte de la dignidad de las personas, sin dejar de lado la
participacion y la igualdad, la autonomia e independencia en los términos concebidos por
la CDPD.

Se describen las fases en la que la IA debe prestar atencion a la PCD, que aborda
desde lo mds general que tiene en cuenta, el requerimiento de acceso a la tecnologia, la web
0 no, pero también el software y toda la documentacion y servicios que se ofrecen. Toma en
consideracion que son necesarias estadisticas que puedan atender a la discriminacion de la
IA, en términos de impacto que afecta a PCD, lo que exige la exploracion del algoritmo para
reducir la posible discriminacién, exige que no contenga sesgos negativos. Hace mencién
de un momento relevante, como es la contratacién y, en particular, en la seleccion de
candidatos, que se evite el descarte de la PDC por el uso de la IA en esta fase, controlando
que la automatizacion gracias a la IA no suponga su discriminacion. Requiere que se incluya
en el modelo algoritmico ala PCD para evitar errores que dejen fuera a quien padece una
discapacidad incorporando con precision la desagregacion para la discapacidad, teniendo
en cuenta el contexto y condiciones de las PCD.

Debera atenderse a las diferentes capacidades de la PCD, evitando la salida del
trabajo, expulsion o eliminacién de la PCD cuando se recurre a la IA. Para ello conviene
erradicar todo estereotipo de trabajador o de variables para el trabajo cuando la validacion
de la TA excluye al discapacitado, impidiéndolo. Siempre evitando que el algoritmo recoja
sesgos contra la persona por su discapacidad. Todo despliegue de la IA debe responder al
principio de igualdad de trato, que tenga en cuenta (o mire) para los discapacitados en la
toma de decisiones su capacidad laboral. Otro reto es el respeto de la intimidad de la PCD
cuando acude al uso de la IA evitando que se senale de manera desproporcionada a los
discapacitados porque se desvian de los patrones reconocidos o promedio. El problema no
es tnicamente la invasion del derecho de intimidad sino una evaluacién injusta a la PCP
que la aparte del empleo y de la formacion.

Para luchar contra este peligro es imprescindible identificar los riesgos asociados
a la discapacidad en el empleo. Estos riesgos no son nuevos, ya se conocen en la amplia
experiencia de la integracion laboral de la PCD por todos los ordenamientos juridicos.
Ahora conviene adaptarlos al uso de la IA y realizar el pertinente seguimiento. Se nos
indica que los discapacitados son mds vulnerables a la discapacidad que frente a los otros
rasgos protegidos en el derecho antidiscriminatorio. Una realidad contrastada a lo largo
de los anos si de integracion laboral se habla, de ahi que el Derecho del Trabajo muy
tempranamente disefiase cuotas de reserva para los discapacitados®® (nunca alcanzadas,
por otra parte).

El documento canadiense recomienda no usar la IA para perfiles discriminatorios
en relacién con la tecnologia, lo que supone no recurrir a la IA ni para la clasificacién
biométrica, ni para el andlisis de emociones, ni tampoco para la toma decisiones de policia
predictiva (téngase en cuenta que esto puede servir también para el desemperfio de la facultad
disciplinaria empresarial -por ejemplo, vinculada al rendimiento, asistencias, e inasistencias,
pausas prolongadas-). Otro riesgo sefiala que se debe evitar que la IA difunda estereotipos
o informacién errénea sobre la PCD, que impidan su exclusién s6lo por sus diferencias
faciales. Que no permitan la sustitucion de cuestiones relevantes si son atinentes a aspectos

69  Actualmente reguladas en los arts. 42 LGDPCDIS y 59 EBEP.
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sociales (del derecho, del derecho del empleo y de la prohibicidn de discriminacion). No
se permita la exclusion de la PCD cuando el algoritmo no fue entrenado o, peor, contiene
censuras que apartan al trabajador discapacitado del empleo. Resulta ineludible como se
viene diciendo el fomento de la participacion de los discapacitados o sus organizaciones
representativas para disefar los criterios y datos que utiliza la IA en estas cuestiones tan
sensibles, evitando cualquier manipulacion o pérdida de informacidn pertinente.

Otro factor relevante es la transparencia de las decisiones tomadas graciasalaIAy
su impacto, no pueden multiplicarse las barreras de las PCD a la informacién por el uso de
la tecnologia. Se recomienda que quede informacién documentada relativa a los objetivos
que se persiguen, definiciones dadas a la IA, opciones y todo lo relativo al desarrollo de los
sistemas de IA para su toma de decisiones. Ademas, conviene verificar en todo momento la
ausencia de fuentes de datos estereotipadas o discriminatorias. A lo que debe afadirse que
todo lo que alimente la IA (o la realimente con los pertinentes ajustes) debe evitar cualquier
resultado perjudicial para la integracion laboral de la PCD. Para ello es indispensable la
formacién y su actualizacién continua, tanto de los responsables de la creacién o uso de
la IA como de las personas receptoras de esa tecnologia, que sepan diferenciar cuando la
IA discrimina al discapacitado y cuando incorpora reglas de igualdad de trato. En caso de
posibles discriminaciones que, en un muy breve espacio temporal, cosa de horas pueda
ser reportada la posible discriminacion para que se enmiende en el menor tiempo posible
(por la rapidez de efectos del algoritmo). Introduce la posibilidad de la retroalimentacién
anonima. E, igualmente, la posibilidad de cuestionar la medida de reparacién propuesta.

En fin, el control humano de la IA se torna en fundamental. Detectadas
discriminaciones del sistema de IA lo mas pronto posible deben corregirse esas decisiones,
y mejorar el modelo y sus resultados; de manera que identificadas las discriminaciones
una vez conocidas las decisiones erréneas (con métodos de retroalimentacion), gracias
a la supervision humana, se corrijan los modelos de IA o los algoritmos utilizados. Se
exige que las enmiendas frente a los fallos detectados sean suficientes. La revision debe ser
permanente, siempre serd necesario analizar el impacto de laIA en la inclusion de la PDC,
y controlar los modelos y sus actualizaciones para que no incorporen discriminaciones
nuevas, no supongan nuevas barreras o un replanteamiento de las pasadas, ya erradicadas.
Incluso si la IA no puede evitar la discriminacién ha de ser posible plantear que deje de
usarse el sistema, o, al menos, por su mal funcionamiento se detenga su uso mientras
continue discriminando a la PCD. A la espera de un método correctivo del modelo de
la TA, porque el eje fundamental estd precisamente en el entrenamiento de la IA y su
perfeccionamiento (teniendo presentes los datos, las refutaciones del funcionamiento, los
riesgos identificados, reales e hipotéticos, asi como las peticiones de incorporar excepciones
para evitar la discriminacién de la PCD).

La atencidn a la aportacion, mediante el reemplazo que la IA aporta también tiene
su interés, porque la PCD que ha superado determinadas barreras debe tener la posibilidad
de conocer como la IA va a suplir aquella, para evitar que el desarrollo tecnoldgico implique
un impacto negativo. Se habla ya de testar el producto antes de su implantacion. Finalmente
compete a la Administracion publica, en su funcién de combatir la discriminacion en
especial en al ambito del empleo, realizar el pertinente seguimiento. Acreditada la
discriminacion originada por los sistemas de IA (reportada por personas, denunciada
por organizaciones, comprobada en sedes publicas diversas: ITSS, administracion laboral,
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justicia) y su impacto real, la actuaciéon publica debe acomparniarse del establecimiento
temprano de medidas que combatan las barreras que futro de la implantacién de la IA
constituyan una discriminacién. Es muy probable que en este disefio se gradué el impacto
de la decision en la PCD, tal y como ya figura para la poblacién en general en las normas
de la UE (RAI de 2024). Asi se diferenciaria entre un impacto bajo, medio o alto y se
delimitarfan los riesgos de la IA que en el combate de la discriminacién de la PCD son
inasumibles.

IX. La Inteligencia Artificial en sede judicial. Incipientes
pronunciamientos

Todavia estamos despertando a lo que puede suponer el uso de la IA en ambitos
laborales. Tampoco son muchas las referencias que se encuentran en sede judicial, y de
las escasas resoluciones judiciales que se pueden localizar nos hablan del mal uso de esta
tecnologia en las relaciones laborales. Como exponente podria citarse el uso de la IA para
escribir la carta de despido”®, la empresa recurre a la tecnologia, al trabajador se le imputa
como incumplimiento la disminucién del rendimiento, sin embargo, se refiere a otro sector
de actividad (error grave en una empresa), con la sospecha de confiar la redaccién de la
carta a la generacion del texto mediante IA; dando muestra de la inexistencia o falta de
causa extintiva, al margen del escaso interés empresarial de redactar, al menos, bajo un
paraguas de formalidad, la decision de despedir y justificarla como le exige el ordenamiento
juridico (recordemos que el despido en nuestro ordenamiento juridico debe ser causal). La
sentencia recuerda que denegar ajustes razonables es una discriminacion.

Ya hemos citado previamente la resolucion judicial que se refiere a un conflicto
colectivo planteado por la negativa empresarial a informar al sindicato, a su seccién sindical
en la empresa, sobre el sistema informatico, automatizado, utilizado en la asignacién
de turnos y las correspondientes libranzas”. Se requirié informacién de parametros,
reglas e instrucciones de los sistemas de turnos utilizados y asignacion de libranzas del
personal. Considera la sentencia que la empresa vulner6 el derecho de libertad sindical con
condena indemnizatoria, y sefiala que ocultar informacién es contrario a las exigencias de
informacion, ya previstas en el art. 64.4.d) ET debiendo facilitar la informacién requerida.

70  Asilo refiere la STS] Catalufa 16 de octubre de2024 (rec. 2759/2024), con una sospecha al uso de la IA para
redactar la carta de despido, en un caso en que el SPL le reconoce apto, pero con restricciones al padecer
silicosis diagnosticada con posterioridad, pero ya se observa la enfermedad respiratoria y no se adapta el
puesto de trabajo (ni siquiera se ofrecen equipos propios para evitar el riesgo de respiracion del polvo de
silice), en sede judicial se declara la nulidad del despido precisamente por discriminacion por discapacidad.
Por el contrario, conviene tener presente que cuando la empresa valora e intenta la adaptacion del puesto
de trabajo tras el reconocimiento de una IPT pero resulta imposible, con esa exploracién cumple con
las exigencias del art. 5 de la Directiva 2000/78, eso si la empresa debe demostrar y probar que intentd
la adaptacion pero o fue imposible -explorada la inexistencia de vacantes compatibles con su estado- o
suponia una carga excesiva -la empresa no tiene la obligacion de crear un puesto inexistente-, STS] del Pais
Vasco de 10 de junio de 2025 (n° 2676/2025). En este otro caso judicial a quien demanda, una limpiadora
de un CEE, solicitando la nulidad del despido hubiera correspondido demostrar que la empresa no adapté
o que si habia vacantes u otras posibilidades propias de la adaptacion del puesto de trabajo compatibles con
el estado de la PCD, tras el reconocimiento de la IPT y en atencion a las dolencias o situacion incapacitante.

71  SAN 4 de julio de 2025 (p. 182/2025).
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Otro caso interesante tiene que ver con el pronunciamiento judicial en referencia
a la informacién de datos que alimentan el algoritmo”?, cuestionando si la seguridad o la
propiedad intelectual pueden constituir un limite para su conocimiento publico. El caso se
refiere a una cuestion apartada del &mbito laboral pero vinculado a lo ptblico permitiendo
el acceso, aun parcial -siendo posible-, como informacién publica utilizando criterios de
proporcionalidad. Lo relevante, para nosotros, es que ese acceso permite a ciudadanos y
juzgadores comprobar que el algoritmo traduce correctamente los parametros previstos en
las normas y su cumplimiento. Esta sentencia toma una nocién de algoritmo del lenguaje,
concretamente del DRAE: «conjunto ordenado y finito de operaciones que permite hallar
la solucién de un problema», y lo interpreta como: «es decit, un grupo finito de operaciones
organizadas de manera logica y ordenada que permiten alcanzar la solucién a un problema
determinado o realizar una tarea especifica mediante un ordenador o computadora. De
modo que funcionan mediante una cadena de instrucciones preestablecidas que determinan
el seguimiento de unos determinados pasos programados hasta alcanzar el resultado
pretendido». Mas adelante, define el algoritmo como traduccion a lenguaje informatico
de las disposiciones normativas que regulan los requisitos que deben cumplir (en cada
decision que tome la herramienta).

La jurisprudencia exige su entendimiento aun siendo decisiones automatizadas. Lo
solicitado en el litigio era el cddigo fuente, esto es: la traduccion de un algoritmo al lenguaje
computacional, el de programacion. Aquel codigo recoge las instrucciones con lenguaje
de programacion. Tiene en cuenta que el funcionamiento automatizado, sirve de soporte
para reconocer o denegar derechos, y no exterioriza las razones de la decisién. La justicia
espaiiola establece la posibilidad de su control, porque contiene el proceso seguido en la
toma de decisiones, teniendo en cuenta dos objetivos: (1) de un lado, su comprension, (2) y,
de otro, su adecuacion a las normas’.

En las relaciones laborales también deberd reconocerse el acceso a los algoritmos,
(1) por un lado, dela RLT, (2) por otro de los propios trabajadores que resulten afectados por
la decision y adicionalmente (3) por la ITSS y Administracion encargada del cumplimiento
de la normativa, sea laboral (en toda su extension incluyendo aspectos de seguridad y salud
laboral) o sea de Seguridad Social (tanto publica como mejoras complementarias en las
que opere un algoritmo).

72 STS, Sala 3%, 11 de septiembre de 2025 (r. cas. 7878/2024), sobre el algoritmo referido al bono social,
utilizando la aplicacion BOSCO (programa de ordenador, herramienta o plataforma informatica) y el
consumidor vulnerable -entre los que se encontraban las PCD- con derecho a ayuda estatal que utilizan
las comercializadoras de electricidad para identificar a quienes cumplen los requisitos y pueden percibir
el bono, en el caso se denegd el acceso al cddigo fuente amparandose en la propiedad intelectual [art.
14.1 j) Ley de Transparencia, acceso a informacién publica y buen gobierno, LTAIBG], sobre el apoyo en
riegos de seguridad y la titularidad publica. Se pedia al menos el acceso parcial al algoritmo decisorio,
lo que se reconoce con apoyo en el art. 103.1 y 105 b) CE, 41 CDFUE, teniendo en cuenta el derecho
de acceso a la informacion publica. Se reconoce la transparencia algoritmica, que incluye facilitar las
caracteristicas fundamentales de los algoritmos empleados en la toma de decisiones, que dentro del
concepto de democracia algoritmica exige explicar «de forma comprensible el funcionamiento de los
algoritmos empleados... permitirles (a los ciudadanos afectados) conocer, fiscalizar y participar en la
gestion publica», La citada sentencia recoge esta interesantisima doctrina: «el acceso a algoritmos usados
por la Administracion forma parte del derecho a la transparencia y no puede bloquearse invocando de forma
genérica la seguridad o la propiedad intelectual».

73 FJ 6°in fine de la mencionada STS, Sala 32, 11 de septiembre de 2025 (r. cas. 7878/2024).
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La Sala 3¢ del TS en la primera sentencia que se aproxima al algoritmo recuerda la
importancia de estos usos de aplicaciones informaticas cuando tienen trascendencia en los
derechos, cuando operan como fuente de decisiones automatizadas, y establece su control
con dos fines, (1) preservar su control y (2) como garantia frente a los (posibles) sesgos
discriminatorios en la toma de decisiones”. Por lo cual, ello justifica juridicamente que
haya de motivarse el sistema del algoritmo utilizado y la paremetrizacion de la decision.
Evitar su opacidad también debe ser tomado en consideracion en el marco del Estado
democratico de Derecho, lo cual asimismo resulta extrapolable al mundo de las relaciones
laborales, sin que el algoritmo pueda servir para vaciar derechos”. Sefialando también
que la eficacia de los derechos con esa decision se hace depender del acceso al algoritmo
de aplicacion. Todas estas apreciaciones de la Sala 32 del TS pueden extenderse al uso de
algoritmos en las relaciones de trabajo.

Asi se exige el acceso al algoritmo porque de otra forma no resultaria posible
comprobar con exactitud y detalle su funcionamiento y, por ende, la sujecién a las
previsiones legales y reglamentarias de las 6rdenes o instrucciones en lenguaje informatico
que contiene’®. En cada caso vinculado a una institucién juridica y en relacién con los
requisitos necesarios para facilitar el control de decisién adoptada, como se ha dicho en
términos de cumplimiento de las normas, evitando que se convierta en una via de escape
y fraude a la Ley o abuso, arbitrariedad o incorrecto uso de una norma o hasta llegar a
contrariar la Ley.

La falta de transparencia en el recurso a la IA es igualmente preocupante para
las relaciones laborales, en particular, todo lo que suponga ocultacién del contenido
algoritmico supondra un riesgo de discriminacién para la persona con discapacidad (y no
sélo por este rasgo). El peligro es el enmascaramiento de la discriminacién, que supondra
incluso dificultades para demostrar la propia discriminacién por un motivo o razén de la
persona (edad, sexo, etnia, discapacidad). Esto supone que se tenga que aprovechar todo
el potencial del concepto de discriminacion indirecta en la comparativa de los resultados
obtenidos al aplicar el algoritmo. También de la nocién de discriminaciones ocultas aun
siendo discriminaciones directas. En fin, sin olvidar que para las PCD no sé6lo hay que
escrutar y lograr la no discriminacién por razon de discapacidad sino conseguir la igualdad
inclusiva que promueve la CDPD de 2006.

X. Conclusiones. Construyendo el futuro de la persona con
discapacidad en el empleo
Regular la IA no significa no reconocer su utilidad, en Europa existe una completa

estrategia de aplicacion de la TA. El dificil papel de las normas europeas pivota en lograr
el equilibrio y conseguir la continuidad en todo su acervo de derecho antidiscriminatorio,

74 FJ 7°.2 de la citada STS, Sala 3¢, de 11 de septiembre de 2025 (r. cas. 7878/2024). En donde se senala la
actual falta de autoridades de supervision independientes que garanticen el correcto funcionamiento de las
aplicaciones telematicas.

75 Sin perjuicio de la proporcionalidad y de la ponderacion de los intereses en juego que en cada caso resulten.
Y con referencias a las menciones que ya figuran en la Ley 15/2022, con mandatos muy claros sobre el
uso de algoritmos por parte de las Administraciones publicas. Sobre los problemas reales de opacidad
ya se pronuncia, con referencias a la falta de transparencia de los algoritmos, el considerando n° 50 de la
Directiva 2024/2831 de mejora de condiciones laborales en el trabajo en plataformas.

76  FJ 8 dela citada STS, Sala 32, de 11 de septiembre de 2025 (r. cas. 7878/2024).
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uno de cuyos ambitos mas desarrollados es precisamente el empleo. En concreto en el
empleo se identifican peligros: (1) la discriminacion y su repercusion negativa en el
contenido de las relaciones laborales, como los procesos selectivos y de contratacion o
(2) el uso de la IA para la evaluacion del desempeio laboral en atencién al rendimiento,
evaluacion de la competencia profesional y (3) la toma de decisiones a ellas asociadas o
para medir la cualificacién de la persona (que debe analizarse en términos de aptitud y
capacidad, sin acudir al capacitismo denostado como perjuicio social frente a las personas
con discapacidad al confrontarlas -indebidamente- con las personas con capacidad).

Parece como si el considerable avance juridico de las tltimas décadas contra la
discriminacién comenzara a hacer aguas por los desarrollos tecnoldgicos que burlan
al derecho antidiscriminatorio (si no vigilan la apariciéon de sesgos algoritmicos
discriminatorios).

Pese a esos inconvenientes la IA se concibe como un manantial de potencialidades
para mejorar la vida de las PCD vy, por ende, también el trabajo. Sin duda, seran mas sus
beneficios para contribuir a la inclusién laboral de los discapacitados que los perjuicios
que ocasione esta herramienta. La tecnologia de apoyo a los discapacitados se ha servido
de la TA; ademas, ha sido referente puntero de incorporacién de ajustes razonables,
permitiendo adaptaciones del puesto para la integracién plena y la continuidad del empleo.
Las posibilidades actuales de movilidad de la PCD y en directa conexién con su integracion
social no serfan explicables sin aquella, junto con otros avances tecnoldgicos propios de
la era digital.

En la actualidad se propone por parte del CESE la creaciéon de una Garantia de
Empleo y Capacidades para las Personas con Discapacidad”’, siguiendo la estela y con
funcionamiento similar a la Garantia Juvenil (ahora conocida como garantia juvenil
reforzada). Asi seria el FSE el instrumento econdmico-financiero destinado al apoyo
del acceso al empleo, formacion y aprendizaje permanente de las PCD. Estos fondos se
destinarfan tanto a la empresa como al sistema educativo, reforzando la educacién inclusiva
y el mercado laboral abierto. Una demanda de insercién que no convierta la respuesta
al discapacitado en la vida social en una respuesta de gueto, o de empleo protegido
(mayoritario o distintivo de la participacion de los discapacitados en el mundo del trabajo,
que es lo que ahora tenemos, guste o no reconocerlo).

En el diseiio del préximo marco financiero plurianual europeo, las ayudas
econdmicas no solo provendran del FSE también se alude al FEDER (el Fondo Europeo
de Desarrollo Regional) y que los Reglamentos de financiacion futuros deben reflejar en
sus textos medidas y acciones concretas para alcanzar las orientaciones en materia de
vida independiente e inclusion. Precisamente estd pendiente de concretar estos aspectos
econdmicos, siendo el nicleo gordiano la plena inclusion.

Adicionalmente (en la medida que vaya realizando las debidas transiciones,
abandonando la asistencia institucional) es imprescindible la formacién a los trabajadores
(todos, con y sin discapacidad) para ofrecer un apoyo mas personalizado siguiendo la
CDPD.

77  Asi en la conclusion y recomendacion n° 4.3 del Dictamen: El futuro de la Estrategia de la UE sobre los
Derechos de las Personas con Discapacidad después de 2025 (Dictamen de iniciativa), Seccion de Empleo,
Asuntos Sociales y Ciudadania, SOC/830, de 28 de mayo de 2025.
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En resumen, sobre la materia que nos ha convocado, también el CESE deja patente
su preocupacion por conseguir que la tecnologia asistencial sea asequible para quienes la
necesitan. Una vez identificada esta, se piden a la Comisidén europea nuevas iniciativas
legislativas con visos de garantizar la disponibilidad de las tecnologias asistenciales,
asequibles para las PCD. Se insiste en las recomendaciones del Dictamen exploratorio sobre
las nuevas tecnologias y la IA78, que ya ha sido analizado en estas paginas. La legislacion
futura que se elabore debera abordar los esquemas nacionales de certificacién que impiden
a las PCD el acceso a la tecnologia asistencial mas adecuada, con respeto al marco de
las libertades del mercado tnico de la UE, para que tanto operadores econémicos como
los usuarios se beneficien de la libre circulacién de productos y servicios’. Procede,
aunque solo sea apuntar, como también se observa una apertura a otros espacios dando la
bienvenida a la tarjeta europea de discapacidad®®, que establece un reconocimiento mutuo
de la discapacidad en la UE para movilidades a otros EEMM,; el ciudadano europeo que
posea un grado de discapacidad en un Estado podra recibir los servicios o prestaciones de
otro Estado cuando ejerza su libertad de movimiento y circulacién. La tarjeta hace real la
autonomia, pero durante breves periodos temporales (inicialmente pensadas para etapas
de hasta 3 meses)®'.

En las paginas precedentes se ha expuesto que existen dos vertientes de la
aproximacion a la IA (oportunidad o peligro). No cabe olvidarse de los riesgos, en
particular de la discriminacién que pudiera generar la IA ala PCD. No deberian soslayarse
las amenazas que la IA plantea al discapacitado en el empleo, que fueron enunciadas con
caracter general para cualquier ambito de la vida social por el Reglamento UE de Inteligencia
Artificial de 2024 en los llamados enfoques basados en el riesgo. Necesariamente en nuestro
estudio ha de centrarse en la PCD, cuya intensidad puede llegar a ser: inaceptables (con 8
précticas prohibidas®?), o intensidad alta (en este caso los riesgos identificados son para

78  Dictamen del CESE Inclusién de las personas con discapacidad en el contexto de las nuevas tecnologias y la
IA: posibilidades, retos, riesgos y oportunidades (Dictamen exploratorio solicitado por la Presidencia polaca
del Consejo de la UE).

79  Se reclama la creacion de un mecanismo conjunto para la certificacién mutua de las correspondientes
tecnologias asistenciales en todos los paises (respaldado por el punto 53D de las observaciones finales del
Comité de la CDPD de Naciones Unidas).

80 La UE aprueba una normativa singular, como lo es la Directiva (UE) 2024/2841 por la que se establecen la
tarjeta europea de discapacidad y la tarjeta europea de estacionamiento para personas con discapacidad.
En ella se acoge la nocion de PCD de la CDPD, definiendo como tales a aquellas personas que tienen
deficiencias fisicas, mentales, intelectuales o sensoriales a largo plazo que, al interactuar con diversas
barreras, puedan impedir su participacién plena y efectiva en la sociedad, en igualdad de condiciones con
las demas, art. 3.3 de la citada Directiva.

81 No se extiende, por ello, al ambito de los reglamentos de coordinaciéon de la Seguridad Social, ni a las
prestaciones de Seguridad Social cuando son de caracter econdmico ni tampoco a la asistencia social del
art. 24.2 de la Directiva 2004/38/CE reguladora del derecho de los ciudadanos de la UE y de los miembros
de sus familias a circular y residir libremente en el territorio de los EEMM.

82  En tanto amenazan a la seguridad, los medios de subsistencia y los derechos de las personas todas ellas
de potencial impacto relevante en la PCD y sus derechos 1. manipulacién y engafio perjudiciales basados
en la IA, 2. explotacion nociva de vulnerabilidades basada en la IA 3. Puntuacion social, 4. Evaluacion
o prediccion del riesgo de infraccion penal individual, 5. raspado no selectivo de Internet o material de
CCTYV para crear o ampliar bases de datos de reconocimiento facial, 6. Reconocimiento de emociones
en lugares de trabajo e instituciones educativas, 7. categorizacion biométrica para deducir determinadas
caracteristicas protegidas, y 8. Identificacion biométrica remota en tiempo real con fines policiales en
espacios de acceso publico.
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la salud, la seguridad o los derechos fundamentales) donde especificamente se identifican
las: herramientas de IA para el empleo, gestion de los trabajadores y acceso al trabajo por
cuenta propia (como pueden ser por ejemplo los programas informadticos de clasificacion de
curriculum vitae para la contratacién)®. Para el conjunto de la poblacion se ha entendido
como riesgo bajo los chatbots, sin embargo, cuando interviene una PCD no puede
seguirse en esa graduaciéon menor, porque en ocasiones el riesgo serd medio o incluso
alto, pudiéndose como razonamos interpretar que la intensidad del riesgo puede cambiar
en su graduacion teniendo en cuenta a la persona y sus circunstancias®“, en particular si
de discapacitados se trata.

Un eje primordial pasa por la proteccién dela PCD de las amenazas de discriminacion
por parte de la IA. Los focos de discriminacion basadas en la IA se produciran en las
aplicaciones de contratacion y las evaluaciones del desempefio del trabajo o de evaluacion
del empleo. Estas cuestiones pueden ser discriminatorias cuando no tienen en cuenta los
problemas especificos y los obstaculos educativos y laborales tradicionales sufridos por las
personas con discapacidad. Dado que la Comision esta reflexionando sobre la creaciéon de
una futura Directiva por la que se regule el uso de algoritmos para la gestion, el seguimiento
yla contratacion de trabajadores®, esto es, incorporando una legislacion especifica relativa
al algoritmo en las relaciones de trabajo, seria deseable que esa Directiva se interconectase
con las numerosas Directivas antidiscriminatorias en el empleo, en particular, con la que
prohibe la discriminacién por discapacidad y otros rasgos (Directiva 2000/78). E1 CESE
subraya la necesidad de comprometerse con este plan y de garantizar que la legislacién
elimine los riesgos de discriminacién contra los candidatos (a un puesto de trabajo) y
empleados con discapacidad®. Ademads, ya en las instancias europeas se anuncia que el
RAI de 2024 no es el mejor instrumento legal para regular el uso de la IA en los lugares de
trabajo, que por sus caracteristicas requiere de una iniciativa diferenciada, atendiendo a las
diferencias asimétricas de informacion entre empresarios y trabajadores. Se propone para
comenzar esta tarea la apertura de las actuales exigencias de la Directiva de plataformas
2024/2831, no limitandose a los trabajadores de plataformas sino a todos los trabajadores
en general y, en particular, al control del teletrabajo.

Finalmente, entre las reflexiones que van surgiendo se intuye que en el futuro
tendremos mds normas (dentro de la creciente llamada a la inflacién normativa), pero lo
que realmente se necesita es una mayor aplicacion del acervo normativo sobre discapacidad.
La anterior preocupacion resulta, igualmente, aplicable tras la reciente incursion de la IA
en el tratamiento de cuestiones de empleo y no discriminacion por razén de discapacidad.

83  Asi figura en https://digital-strategy.ec.europa.eu/es/policies/regulatory-framework-ai.

84 Lainterpretacion podria salvarse teniendo en cuenta que si entre los sistemas de alto riesgo en lo que afecta
a lo laboral estan los derechos de los trabajadores, cuando de una PCD se trata hay que interpretar esos
riesgos atendiendo a la persona. Lo relacionado con el empleo y la gestion de los trabajadores el art. 6 RAI
lo incluye como de alto riesgo.

85 Como se recogia en la informacion que reflexiona sobre el rol dela IA en el empleo, explorando sus riesgos y
oportunidades, con atencion especial a los colectivos con mayores vulnerabilidades, véase EU Commission
mulls rules on algorithmic management in workplace for next mandate — Euractiv, version actualizada a 30
de septiembre de 2024, al disenar el nuevo plan de accion de la Comision europea en este campo.

86 Esta postura se vio respaldada por el punto 54 de las observaciones finales del Comité de la CDPD de
Naciones Unidas a la UE, segin recoge el Documento del CESE: El futuro de la Estrategia de la UE sobre los
Derechos de las Personas con Discapacidad después de 2025 (Dictamen de iniciativa) SOC/830, aprobado el
pasado de 18 junio de 2025, pag. 6.
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