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Abstract

Diffusion Magnetic Resonance Imaging (AMRI) offers a unique, non-invasive approach to study
the microstructural properties of the human brain. Yet, a fundamental challenge persists: while
water diffusion occurs at the microscopic scale (pm), dMRI measurements are acquired at a
much coarser spatial resolution (mm), introducing a considerable gap between what is measured
and what is inferred. Modeling approaches attempt to bridge this gap by linking the observed
signal to meaningful, often quantitative, descriptions of the underlying tissue structure. However,
substantial disparities remain between what is technically achievable in state-of-the-art research
environments and what is attainable in standard clinical or non-specialized research settings.
This work aims at narrowing that gap by improving the practicality, reliability, and robustness

of microstructural biomarkers derived from dMRI data.

Three main objectives guide the development of this thesis. First, we aim to define and
implement novel and efficient biomarkers for white matter that provide relevant insights by
describing the local diffusion properties. These biomarkers are designed to be meaningful—that is,
to capture features known to have clinical or neuroscientific relevance—but also accessible, avoiding
dependence on ultra-high-field MRI scanners, extensive acquisition protocols, or computationally
intractable models. Second, we assess and mitigate the effect of thermal noise on the stability of
dMRI-derived metrics. Despite being an unavoidable feature of MR data acquisition, thermal noise
is rarely modeled explicitly and yet can significantly degrade the interpretability and reproducibility
of estimates in modeling frameworks. Finally, we propose a framework to extend the state-of-
the-art reliability assessment methodology in dMRI by explicitly distinguishing between two
key components: repeatability (i.e., the consistency of a metric within the same condition)
and separability (i.e., the ability of a metric to distinguish between different conditions or
subjects). This distinction allows for a more nuanced evaluation of biomarkers, particularly

in studies with limited sample size.

To address these objectives, we designed and analyzed a set of synthetic and real datasets
with multiple repeated scans per subject, enabling the quantification of metric stability and
discriminative power. Through this, we demonstrate that reliability is not a one-dimensional
concept and cannot be fully captured by test-retest measures alone. We also show that ther-
mal noise has a systematic and non-negligible impact on parameter estimation, especially for

models with degenerate or ill-posed solution spaces—a common trait in biophysically inspired



approaches. Mitigation strategies, including robust estimators and informed regularization,

are proposed and validated.

In summary, this thesis contributes a set of methodological tools and conceptual insights for
advancing the development of microstructural biomarkers that are not only theoretically sound
but also practical and reliable in real-world research and clinical settings. It promotes a shift from
purely repeatability-driven evaluations to a broader understanding of reliability, while highlighting
the crucial, often overlooked, role of thermal noise in dMRI modeling. The tools and results
presented herein aim to facilitate the transition of advanced dMRI techniques from specialized

labs to broader applications, bridging the gap between innovation and implementation.



Resumen

La imagen por resonancia magnética de difusiéon (dMRI, por sus siglas en inglés) ofrece un enfoque
Unico y no invasivo para estudiar las propiedades microestructurales del cerebro humano. Sin
embargo, persiste un desafio fundamental: aunque la difusién del agua ocurre a escala microscépica
(um), las mediciones de dMRI se adquieren a una resolucién espacial mucho més gruesa (mm), lo
que introduce una brecha considerable entre lo que se mide y lo que se infiere. Los enfoques de
modelado intentan cerrar esta brecha al vincular la senal observada con descripciones significativas,
a menudo cuantitativas, de la estructura tisular subyacente. No obstante, siguen existiendo
disparidades sustanciales entre lo que es técnicamente posible en entornos de investigacion de
vanguardia y lo que se puede alcanzar en contextos clinicos estandar o en investigaciones no
especializadas. Este trabajo busca reducir esa brecha mejorando la practicidad, fiabilidad y

robustez de los biomarcadores microestructurales derivados de datos de dMRI.

El desarrollo de esta tesis se guia por tres objetivos principales. En primer lugar, se busca definir
e implementar biomarcadores novedosos y eficientes para la sustancia blanca que proporcionen
informacién relevante describiendo las propiedades locales de difusién. Estos biomarcadores estan
disenados para ser significativos—es decir, captar caracteristicas conocidas por su relevancia
clinica o neurocientifica—pero también accesibles, evitando la dependencia de escaneres de RM de
ultra-alto campo, protocolos de adquisicién extensos o modelos computacionalmente intratables.
En segundo lugar, se analiza y mitiga el efecto del ruido térmico sobre la estabilidad de las
métricas derivadas de dMRI. A pesar de ser una caracteristica inevitable en la adquisicion de
datos por RM, el ruido térmico rara vez se modela de forma explicita, y sin embargo puede
degradar significativamente la interpretabilidad y reproducibilidad de las estimaciones en enfoques
de modelado. Por ultimo, se propone un marco para extender la metodologia de evaluacion de
fiabilidad méas avanzada en dMRI, distinguiendo explicitamente entre dos componentes clave: la
repetibilidad (la consistencia de una métrica bajo una misma condicién) y la separabilidad (la
capacidad de una métrica para distinguir entre distintas condiciones o sujetos). Esta distincién
permite una evaluacién més matizada de los biomarcadores, especialmente en estudios con

tamanos muestrales reducidos.

Para abordar estos objetivos, se disenaron y analizaron conjuntos de datos sintéticos y reales
con multiples adquisiciones repetidas por sujeto, lo que permitié cuantificar la estabilidad de las

métricas y su poder discriminativo. A través de estos andlisis, se demuestra que la fiabilidad no



es un concepto unidimensional y que no puede capturarse plenamente solo mediante medidas de
test-retest. También se muestra que el ruido térmico tiene un impacto sistemético y no despreciable
en la estimacién de pardmetros, especialmente en modelos con espacios de solucién degenerados o
mal condicionados—una caracteristica comin en los enfoques de inspiracion biofisica. Se proponen

y validan estrategias de mitigacién, que incluyen estimadores robustos y regularizaciéon informada.

En resumen, esta tesis aporta un conjunto de herramientas metodoldgicas y reflexiones
conceptuales orientadas a avanzar en el desarrollo de biomarcadores microestructurales que
no solo sean sélidos desde el punto de vista tedrico, sino también practicos y fiables en entornos de
investigacién y clinicos reales. Se promueve un cambio desde evaluaciones centradas exclusivamente
en la repetibilidad hacia una comprensiéon mas amplia de la fiabilidad, al tiempo que se subraya el
papel crucial—y a menudo ignorado—del ruido térmico en el modelado de dMRI. Las herramientas
y resultados presentados aqui tienen como objetivo facilitar la transicién de técnicas avanzadas
de dMRI desde laboratorios especializados hacia aplicaciones mas amplias, cerrando la brecha

entre la innovaciéon y su implementacién.
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In the neoliberal regime, the soul has become a production

unit.

— Han (2017)

Introduction

1.1 Motivation

The frontiers of human research expand relentlessly in all possible directions. While some try
to uncover the misteries on distant galaxies and unveil the origins of our universe, others focus
on the interactions of the smallest of particles and how, in them, rests the unknown. It is in
this landscape where one recurrently comes across a complex system, the puzzle that has been
accompanying us for the entirety of our history. Sculpted from cores of dying stars, emerges the

most perfect tool, an entire universe within each of us: the human brain.

Consisting of approximately 86 billion neurons and about 150.000 km of myelinated axons (half
of the distance to the moon), the human brain not only regulates essential bodily functions, but also
is the seat for consciousness, behavior and decision-making. Its research entail a series of challenges,
ranging from limited accessibility, to unpredictability of effects; yet, it is considered necessary for
the study of brain-related conditions, human cognition and behavior or even the development
of novel intelligent agents. In clinical endeavors, invasive brain procedures carry inherent risks:
14.3% of neurosurgical procedures result in complications (Fugate, 2015), and more than 19% of

the inverventions exhibit adverse effects (Dao Trong et al., 2023)—such as memory loss or fatigue.

The emergence of noninvasive imaging techniques has lead to a paradigm shift in neuroscience.
While not all noninvasive techniques excel on every application, Magnetic Resonance Imaging
(MRI) stand out as a prominent tool for portraying brain anatomy, brain activity and brain

connectivity (Bernstein-Eliav and Tavor, 2022), all topics around which this thesis revolves.

The brain consists of two distinct regions in terms of cytoarchitecture and function: Gray

matter (GM)—consisting of neuron cell bodies, dendrites and synapses—and White matter (WM)—
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primarily composed of myelinated axons. Given the difference in these two regions, relaxation
properties by themselves are not enough to distinguish biological tissues, and are thus perceived as
homogeneous in MRI images. Diffusion MRI (AMRI) was proposed as a solution to this: sensitize

the MRI to the diffusion movement of water molecules within such tissues.

Since the appearance of dMRI, great advances have been made in the study of brain connectivity
and microstructure, leading to the successful detection of neural processes and biophysical changes,
as well as providing insights into brain cytoarchitecture, which has resulted in the profiling of

neurological diseases and pathological processes, such as:

Multiple sclerosis or MS is an autoimmune disease that mistakenly attacks the myelin sheaths of
axons in the central nervous system (CNS), a process called demyelination. It affects roughly
2.8 million people worldwide (Walton et al., 2020). The damages manifest as lesions in the

WM, intimately related to cognitive decline.

Stroke entails a halt of blood supply to a brain part. It might be caused by a clot (ischemic
stroke) or the burst of a blood vessel (hemorragyc stroke). It affects around 15 million people
annually (World Health Organization, 2025b). The blockage might result in lack of oxygen

and tissue death.

Traumatic Brain Injury or TBI is the result of an external force (trauma) onto the brain. It
affects 69 million people worldwide (Dewan et al., 2019) and might entail disturbances in

cognitive, motor or emotional healthy activities.

Neurodegenerative Diseases (Alzheimer’s, Parkinson’s, etc.) result from the progressive
degeneration of neurons and axons. Alzheimer’s disease (AD), affecting 55 million people
worldwide (World Health Organization, 2025a), is linked to abnormal accumulation of amyloid
plaques. Parkinson’s disease (PD), on the other hand, affects approximately 10 million people
worldwide (Parkinson’s Foundation, 2025) and is associated with the loss of dopamine-
producing neurons. Both AD and PD often lead to WM atrophy, that ultimately results in
cognitive decline.

These pathologies are all characterized by distinctive diffusion profiles in the affected regions,
which can now be effectively captured. In doing so, dMRI paves the way to a full understanding
of their evolution, their early diagnosis (sometimes even pre-symptomatic) and monitoring, which

ultimately holds potential for better health outcomes and disease prevention.

Similarly, dMRI has enabled crucial contributions to the neuroscience research, setting the

stage for a clearer understanding of brain functions, connectivity, and development:

Brain Connectivity is of upmost importance given that the brain network enables the coordi-
nation of brain functions and the emergence of intelligence. Diffusion MRI plays a crucial
role in understanding brain networks, and can ultimately be used to create maps such as

tractograms (Jeurissen et al., 2017).
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Brain Development refers to the growth and maturation of brain structures. The evolution of
the brain during childhood is impacted by several changes including myelination, synpatic
pruning, or strenthening of neural connections; which are essential in the development of
appropriate cognitive functions. Diffusion MRI is able to capture the unique diffusion profile
that each of these alterations produce, enabling a complete picture of the hidden brain
biophysics (Feng et al., 2023).

Neuroplasticity or the brain’s ability to reorganize itself by forming new connections (or
dropping old ones) as a consequence of experiences, learning, injuries, or psychological traumas.
Extending from Brain Connectivity, the dMRI capability in mapping the connections in the

brain is important in the study of this brain reorganization (Thomas et al., 2014).

Cognitive Functions that allow individuals to acquire knowledge and understanding, from
memory and attention, to problem-solving and language. Given that all these functions stem
from the neurophysiological environments, their study using diffusion MRI provides valuable
insights into the structural integrity of the brain’s white matter and microstructure. Diffusion
MRI enables the detailed analysis of the brain’s white matter tracts, which are fundamental
in supporting cognitive processes. In doing so, it can detect subtle changes in tissue structure
that may correlate with cognitive abilities performance. This allows researchers to examine
how variations in white matter integrity affect cognitive function, providing a window into
the biological substrates of learning, memory, and executive functions, and helping to identify

biomarkers for cognitive aging or early cognitive impairments (Nestor et al., 2014).

The proficiency of AMRI in characterizing diffusion behavior, with potential applications in
various dimensions, has lead to a surge in its research. As with previous scientific paradigm
shifts, the dMRI field still fails on fully finding its place, and has experienced an expansion in
all possible directions: dozens of modeling frameworks, hundreds of processing pipelines, and a
myriad of biomarkers and other metrics. Far from complaining on these natural processes—the
author of this thesis understand this is the natural path of science—they have to ultimately be
counteracted with convergence efforts. Recent calls for field convergence include—but are not
limited to—standardization of methodologies, adoption of common processing pipelines (Joseph
et al., 2021; Tax et al., 2022; Esteban, 2024) and protocol acquisitions (Campana Perilla et al.,
2023), and benchmarking research (Brainlife.io, 2025).

A byproduct of this field divergence is the increasing technological gap between high-end
environments and regular ones. While well-funded research settings aim at increasing the accuracy,
stability and reliability of their markers by employing powerful and expensive infrastructure,
regular settings are condemned to see from afar the development of the field by agents with
whom they cannot compete. In other words, standard environments are often unable to develop
biomarkers that compete in accuracy or stability with those developed by high-end settings
that employ extensive sampling schemes, powerful computational infrastructures and advanced
scanners with higher diffusion gradients and lower echo times. This is also reflected in the
scarce application of AMRI in clinical environments. After 30 years since its introduction, the
healthcare sector still relies on the diffusion tensor (Jones and Leemans, 2010; Chung et al.,

2010) to assess the status of pathological conditions and, only in certain surgical procedures,



4 1.1. Motivation

tractography plays a role in preoperative planning to avoid complications and preserve neurological
function (Soni et al., 2017). Appart from the expansion that diffusion MRI field is experiencing,
there are other factors that affect this lack of clinical applicability: from the purely economical
risk-benefit assessment of acquiring a multi-million dollar MR scanner in environments that
are already economically constrained, to the increasing sociocultural interest in mind-related
topics' which leads to better funded research settings and, in turn, increases the technological

gap between regular settings and well-funded ones.

One of the goals of this thesis is to develop biomarkers that are more easily adoptable
by regular environments, specially aimed at their adoption by medical settings. For that, we
aim at implementing biomarkers that are compatible with regular MR scans and acquisition
procedures, while also being able to be computed with the computational resources, and time

available in this kind of environments.

The search for biomarkers adoptability by regular environments must take into account the
decrease in SNR that reduced acquisitions with less powerful MR scans lead to. In a field like
diffusion MRI, a decrease in SNR might be critical in fitting problems that are already prone
to stability or accuracy issues. Novel biophysical models often employ projections onto lower
dimensional spaces so that the complex non-linear fitting problems are more computationally
tractable, less sensitive to noise, and better conditioned for optimization. A common approach
for this is the use of rotational invariants from spherical harmonics (RISH) to decouple the
microstructure from orientation information which, theoretically, also improves numerical stability,
the robustness to noise, and accelerate fitting problems. However, in pursuit of these properties,
researchers have overlooked the noise effect on said rotational invariants. One of these effects is
that Rician noise-contaminated signals skew the distribution of higher-order RISH projections,

which leads to inaccurate and weakly-reproducible results.

For that, and given that biophysical models are of great interest to both the research and
clinical community, we aim at studying the noise impact on biophysical biomarkers derived
from rotational invariants, while proposing new alternatives to fit the diffusion-weighted signal
onto biophysical models that have been proven to be more accurate, stable, reproducible, and

reliable than current implementations.

Another issue with the adoptability of current biomarkers by regular settings (specially clinical
ones) is a lack of confidence on novel biomarkers given their troublesome reliability evaluation.
Neurological biomarkers are difficult to assess given their symbolic nature—which may not hold
any purely biophysical meaning to be evaluated against—or the clinical impossibility of accessing
a living brain to evaluate their trustworthiness. In the interest of rapid expansion, diffusion MRI
community overlooks the reliability assessment of novel biomarkers, which are evaluted in group
studies that portray weak statistical inferences with datasets that are often poor in terms of quality.
All this only adds another barrier to the full integration of biomarkers, as clinical environments

are unable to adopt innovative implementations that might be more insightful than previous ones.

1During the last decade, there has been an explosion in the cultural interest in topics such as psychology and
mental health (Mitsea et al., 2023); nootropics or cognitive enhancers (Dresler et al., 2018) linked to productivity and
motivational sciences; mindfulness, meditation and other derivates from eastern medicine; or robotics, brain-machine
interfaces or neuroprosthetics (Jangwan et al., 2022), with a special mention to artificial intelligence
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In an effort to tackle this issue, we aim at developing and implementing a new methodology
of reliability assessment, which is intended not to be obscured by statistical weaknesses. By
focusing on separability and repeatability, rather than on repeatability alone, we aim at portraying
properties that are closer to the medical concepts of especificity and sensibility. The proposed
methodology offers a way of estimating inter-group differences, a property that has a direct

effect on the sample size required for subsequent studies.

To sum up, there exists an imbalance of the adoptability of novel biomarkers. While a revision
of currernt economical funding to research or clinical settings could have the biggest impact, it is a
challenging topic this thesis does not aim at dealing with. It aims, nevertheless, at laying another
stone in the path for field convergence, and at closing the ever-increasing technological void between
well-funded environments and regular ones. This is done by impacting a series of domains that
have an effect on said gap, such as developing novel, useful and efficient biomarkers steeming from
advanced phenomenological or biophysical models, that portray brain function, connectivity and
development in health or disease, and that are able to be computed in a timely manner, with regular
MR scanners and computational infrastructure, while ensuring a level of reliability comparable
to those of the state-of-the-art. Here, we also aim at implementing efficient fitting strategies to
increase the applicability of biophysical models in standard environments by reducing the effect
of noise in estimates and, thus, increase their reliability and stability. Finally, the thesis aims at
closing the gap by implementing methodologies that assess the trustworthiness of biomarkers in a
way that does not get obscured by the nature of the data acquired or the statistical weaknesses

the study might have, while ensuring a link between the clinical’s especificity and sensibility.

1.2 Objectives

This thesis, thus, revolves around the hindered applicability of current diffusion MRI-based white
matter biomarkers on regular research and clinical settings. These limitations, that often derive
from economical factors, have led to a gap in the adoption of state-of-the-art biomarkers between
high technologically-advanced settings and regular ones. We aim at closing the gap by developing
novel biomarkers that are relevant in both clinical and research environments, that show a level of
reliability comparable to those from state-of-the-art, and that are able to be efficiently estimated

with the economical limitations of typical standard environments.

For this we have proposed the following main objective: To develop advanced and efficient
diffusion MRI-based biomarkers for the brain’s white matter that are both reliable
and applicable in standard research and clinical settings. The main objective is divided

in the following subobjectives:

SO1. To define and implement novel and efficient biomarkers for the brain’s WM that provide

relevant insights by describing diffusion properties.

Currently, biomarkers are being developed at a fast pace by research communities. However,
most of them require highly-advanced MR, scanners, powerful computational resources or

time-expensive acquisition sequences. We aim at describing diffusion phenomena via useful
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biomarkers—i.e. that have shown to be relevant in clinical or research fields—and that are
attainable under the technological, computational and time-related limitations of regular

settings.

S0O2. To enhance the reliability and stability of microstructural biomarkers by assessing and

mitigating the thermal noise effect.

A number of biophysical models have been developed over recent years by the diffusion
community. While they theoretically capture important aspects of the microstructural
landscape in which diffusion takes place, they are also affected by thermal noise MR scanners
capture. Such thermal noise further affects the reproducibility, reliability and stability of

the metrics.

S03. To provide a reliability comparison of EAP-based biomarkers via an extended state-of-the-art
validity evaluation methodology, with a direct assessment of their effect sizes, and providing

required sample sizes for statistically powerful results in subsequent group analyses.

The neuroimaging community is acquiring a big number of diffusion MRI data to assess
the validity of the biomarkers currently being developed. However, such assessment is
troublesome, as it often focuses on the test-retest capabilities of the metrics (i.e. repeatability)
rather than on their reliability. At the same time, most of the datasets are limited in regards

to their sample size, which might confound the statistical insights drawn from them.

1.3 Methodology

Exploring the depths of quantitative diffusion MRI, one might think this project is primarily
developed under a positivistic perspective. From a preclinical point of view, either the signal
processing approaches or the biophysical models are used in order to obtain more accurate and
reliable descriptions of the diffusion processes. It is important to notice, however, that the
biomarker’s theorized, developed and implemented are not necessarily linked to any measurable
phenomena. This ultimately results in a pragmatic view of the results, which are not intended to be
the most accurate—there might be no accuracy in depicting phenomenological aspects of diffusion—
but rather the most useful in terms of clinical and research applicability. Therefore, the project
itself is developed under a pragmatic cosmovision, where diffusion processes characterizations,
constrained by the quantity and quality of the data available, are evaluated in said dimensions

while, at the same time, assessed in its applicability and usability.

Regarding the research design of the project, the engineering research method (Koen, 2003)
will be followed. This involves the observation of already adopted solutions, the definition of
areas of improvement, the proposal of approaches that tackle such areas, their development,
and the iterative analysis for their refinement, finally leading to their evaluation with regards

to the series of dimensions that have to be improved.

Therefore, the following phases are detailed:
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Refining Diffusion MRI Biomarkers

Existing Biomarkers and Models

| |

Informational Phase

Propositional Phase

Analytical Phase N R\”

Evaluative Phase

Vv Vv

Improved Biomarkers and Models

Figure 1.1: Methodology Schema.

The Informational Phase which involves the careful review of the existing solutions to a
given problem, often through a literature review, and the examination of their possible
drawbacks. In this thesis, it entails the assessment of existing biomarkers derived from either
phenomenological or biophysical models, their purpose in regards to clinical or research
environments, the theory upon which they are developed and their limitations or weaknesses.
This latter includes the analysis of the formal limitations within the developed theory in
regards to the diffusion phenomena or microstructural environment they aim to uncover, the
biomarkers’ reliability, and their applicability on regular clinical settings. This phase resulted
in the review of some of the most important state-of-the-art biomarkers in diffusion MRI, and
their analysis with respect to the aforementioned domains. Specially, we detected growing
concerns in the evaluation of biomarker’s reliability and their troublesome adoption by the
clinical community (or regular research settings), who lack the technological infrastructure

and time-expensive requirements of such biomarkers.

The Propositional Phase which entails the formulation of hypotheses, methods, markers,
models, or theoretical frameworks that tackle one or more of the objectives. This phase
culminated in the proposal of a series of hypotheses, each one adressing a particular aspect of
the deficiencies depicted in the previous phase and resulting in a given contribution. The
domains of deficiencies are tackled in three contributions: First, the development of biomarkers

that are (1) easily adoptable by the standard environments without the need for advanced
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scanners, time-expensive procedures or computationally-intensive resources; and (2) that
show levels of reliability comparable to those in the state-of-the-art. Second, the improvement
in reliability, reproducibility and applicability of state-of-the-art biophysical models and their
derived biomarkers. Third, the implementation of a validity evaluation methodology that
aims at uncovering real reliability of biomarkers, so that trustworthiness on these biomarkers

is comparable to that of the ones currently being used by clinical and research communities.

The Analytical Phase in which the proposed solutions are analysed and probed. In the context
of the thesis, this phase comprises the implementation of the proposed solutions and their
evaluation via n vivo or in silico experiments that tackle the domains of interest, and
culminates in the appraisal of the three proposals with regards to the deficiencies already

pointed out.

For example, a series of in vivo experiments have been carried out to quantify the level
of accuracy and robustness of the developed metrics. Also, by using the multidimensional
datasets shown in Section 1.4, reliability will be evaluated by assessing the metrics performance
on several sessions from the same subject. However, as mentioned earlier, accuracy validation
in diffusion MRI is troublesome as it is often hard (or even impossible) to obtain real
ground truth data. For this, in silico experiments are carried out by simulating biophysical

environments from where to compare the estimated data.

The Evaluative Phase, whose goal is the assessment of the contributions in terms of accuracy,
reliability, and robustness. This phase led to the careful evaluation of the proposed biomarkers
with regards to their computational efficiency, and time-consumption nature, in order to
derive assess their potential applicability. At the same time, it also resulted in the evaluation
of the biomarkers reliability by using the proposed methodology. Finally, this phase also
resulted in the evaluation of some of the state-of-the-art biomarkers via the proposed reliability

assessment methodology.

The result of the previous phases are a series of contributions in the form of scientific publications

in journals or conferences. These contributions are shown in Section 1.5.

1.4 DMaterials

This section outlines the materials employed throughout the project. Central to this work is the
use of diffusion MRI datasets, which are essential for developing and validating the proposed
contributions. However, given that this project focuses on the reliability of metrics, dMRI datasets
should ideally include multiple subjects, each with repeated imaging sessions. This setup allows for
evaluating a metric’s repeatability—the consistency of its estimates within the same subject—and

separability—the ability to distinguish between different subjects.

It is important to note that this project remains within the preclinical stage of biomarker

development. Accordingly, all subjects in the datasets are healthy individuals, intended to
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represent a general cross-section of the human brain across demographic factors such as age,

biological sex, and ancestry.

1.4.1 MRI Datasets

MICRA or Micro-structural Image Compilation with Repeated Acquisitions database contains
five repeated sets of multishell samplings DWT for each of six healthy volunteers. The dataset
was acquired in the Cardiff University Brain Research Imaging Centre (CUBRIC) on 2021.

Technical details: The images were acquired within a 2-week period, approximately at the
same time for each participant—avoiding potential diurnal effects—on an ultra-strong gradient
3T Connectome MRI scanner using a single-shot spin echo EPI with TR / TE = 3000 / 59
ms, six different shells at b = [200, 400, 1200, 2400, 4000, 6000] s/mm?, with [20, 20, 30, 61, 61,
61] gradient directions, respectively, in-plane resolution 2 x 2 mm?, slice thickness 2 mm and
A/§ =24/7 ms.

Processing pipeline: The data were preprocessed by removing Gibbs ringing artifacts (Kellner
et al., 2016), via MRtrix3 (Tournier et al., 2019) and correcting susceptibility-induced
distortions (with FSL’s topup; Andersson et al., 2003; Smith et al., 2004) and B1 field
inhomogeneity (Zhang et al., 2001) with MRtrix3.

HCP-MGH or Human Connectome Project MGH-USC dataset comprises diffusion data from
two repeated sets of multishell data for each of 45 healthy monozygotic twins (21 pairs plus
4 MZ twins without retest of cotwin). The dataset was acquired from 2012 to 2015 in the

Massachusetts General Hospital.

Technical details: The high-quality DWI volumes acquired on a Siemens 3T Connectome
Scanner (Siemens) with maximum gradient strength 300 mT/m. The data were acquired
with a spin-echo echo planar imaging (EPI) with TR / TE = 8000 / 57 ms, four different
shells at b = [1000, 3000, 5000, 10000] s/mm? with [64, 64, 128, 256] diffusion gradients each,
and 40 interleaved nonweighted baselines, in-plane resolution 1.5 x 1.5mm? and slice thickness

1.5 mm, and pulse separation time/diffusion gradients length A/§ = 21.8/12.9 ms.

Preprocessing: The outermost shell has been removed in order to validate our proposal with

more standard acquisitions.

CUBRIC - Test/Retest consists of diffusion data from five healthy subjects, each scanned
across two sessions. The dataset was originally intended for Henriques et al. (2021) and

Veraart et al. (2021); and was acquired in the Cardiff University Brain Research Imaging
Centre (CUBRIC) on 2021.

Technical details: All data were acquired on a Siemens Connectom 3T MRI scanner using a
32-channel receiver coil. Subjects underwent a test and retest scans during the same visit, but
they were re-positioned between the scans. All dMRI data were acquired with a multi-band
blipped-CAIPI accelerated (SMS = 2) EPI sequence. The acquisition was further accelerated
using GRAPPA acceleration (R = 2), using adaptive combine reconstruction in order to
obtain Rician distributed results (Walsh et al., 2000). All images were acquired with TR / TE

= 3500 / 66 ms and an in-plane spatial resolution of 2.5 x 2.5mm? and slice thickness of 2.5
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Subjects and  b-shells (-10° s/mm?) Samples per shell Contribution
Sessions
MICRA
6 x5 [0.2, 0.4, 1.2, 2.4, 4, 6] [20, 30, 61, 61, 61, 61] OB
Connectom 3T
HCP
45 x 2 [1, 3, 5, 10] (64, 64, 128, 256] @)
Connectom 3T
CUB - T/R
/ 5% 2 [0.5, 1, 2.5, 6] (30, 30, 30, 120] @
Connectom 3T
ZJU
3x3 1, 2, 3] [30, 30, 30] ®

Magnetom 3T

Table 1.1: Summary of the datasets used throughout this thesis.

mm. In addition to 23 non-DWI, DW images were recorded by applying diffusion gradients
with A/§ = 30/15 ms and varying gradient amplitude. The acquisition distributed DWIs
across the following shells b = [500, 1000, 2500, 6000] s/mm?, with [30, 30, 30, 120] diffusion
gradients each. The last shell, however, was acquired in two sets of 60 uniformly-distributed
gradients. Ten non-DW images with reversed phase encoding were acquired in support of

susceptibility-induced geometrical distortion correction.

ZJU - Multicenter or Zhejiang University multicenter diffusion MRI dataset contains diffusion

MRI data from three traveling subjects scanned at eight centers. Additionally, for intra-center
research purposes, the subjects were scanned across three sessions in one center. Since
inter-center reproducibility is out of the scope of this thesis, only the three sessions from the
three subjects at one center will be used. The data was acquired for the work by Tong et al.
(2019).

Technical details: The study was carried out using eight identical Siemens 3T MR Magnetom
Prisma scanners, each running the Syngo MR VD13D software and equipped with the same
gradient system, capable of a maximum gradient strength of 80 mT/m and a slew rate of 200
T/m/s. Three healthy participants (one male aged 23, and two females aged 26 and 23) with
prior experience undergoing MRI scans and known for minimal head movement were scanned
at all eight sites using a 64-channel head coil. All scans were performed within a one-month
window and followed a uniform acquisition protocol. To assess intra-center variability, the
experiment was repeated three times at Center H with these sessions labeled H-1, H-2, and H-3.
DWIs were obtained using a simultaneous multi-slice (SMS) spin-echo echo planar imaging
(EPI) prototype sequence. The imaging parameters were as follows: TR / TE = 5400/71 s,
a resolution of 1.5 x 1.5 x 1.5 mm3, bandwidth GRAPPA factor = 2, and SMS factor = 3,
with reversed phase-encoding (PE) directions along anteroposterior (AP) and posteroanterior
(PA) separately. The diffusion time and duration A/é were 34.4/15.9 ms, respectively for the
monopolar diffusion gradients. The diffusion scheme distributed DWIs across the following
shells b = [1000, 2000, 3000] s/mm?, each consisting of 30 diffusion gradients, non-colinear

between any two shells. Six non-diffusion frames were equally distributed in the scheme.

Table 1.1 provides a summary of the technical specifications for the diffusion MRI datasets

employed throughout this work. For each dataset, the table lists the scanner used, the number of

subjects and scanning sessions per subject, the number of diffusion shells, the number of gradient di-

rections per shell, and the corresponding scientific publication in which the dataset has been utilized.
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SCR

BCC

EC
SCC
B MCP Middle cerebellar peduncle B ACR Anterior corona radiata
B GCC Genu of corpus callosum SCR Superior corona radiata
BCC Body of corpus callosum B PCR Posterior corona radiata
SCC Splenium of corpus callosum I PTR Posterior thalamic radiation
ALIC Anterior limb of internal capsule EC External capsule

PLIC Posterior limb of internal capsule

Figure 1.2: 3D visualization of 11 JHU DTI-based labels in standard space. Note that some of the
regions are not shown in either subfigure, in order to ease the visualization.

1.4.2 Atlases

Now that the MRI datasets used in this study have been described, it’s important to define the
anatomical framework used for analysis. In diffusion MRI, atlases play a key role in identifying and
segmenting white matter structures in a standardized way. They allow for region-based analyses,
making it possible to compare diffusion metrics across subjects and groups while accounting
for anatomical variability. By mapping individual data to a common space, atlases help ensure

that results are both interpretable and reproducible.

One of the most widely used atlases for white matter analysis in diffusion MRI is the JHU
ICBM-DTI-81 White Matter Atlas (Oishi et al., 2008). This atlas was created from a population-
averaged DTI template and provides a standardized set of labels for major white matter tracts in
the brain. It is defined in MNI space and includes both deterministic tract segmentations and
probabilistic maps, making it useful for different types of analyses. The JHU atlas allows for
consistent identification of white matter structures across subjects, which is particularly important

when comparing diffusion-derived measures like FA or MD across groups.

Figure 1.2 shows the 3D representation of the 11 JHU labels used in the first contribu-
tion (Parfs et al., 2023a).

1.4.3 Computational Resources

Diffusion MRI datasets often contain dozens of sessions, each session consisting of hundreds

of thousands of voxels, and each voxel scanned over a set of dozens of gradient directions and
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magnitudes. That results in overwhelmingly large data structures that often must be fit onto
models by complex nonlinear and regularized fitting problems for each of hundreds of voxels.
Needless to say, the processing of such data structures require intensive computational resources

and infrastructure in order to keep processing times in realistic ranges.

The Laboratorio de Procesado de Imagen (LPI) in Universidad de Valladolid uses three powerful
servers located at their offices, which include three high-performance computing servers, Tebas,
Tanis and Isis, all running Debian GNU/Linux 12. Tebas is equipped with an Intel Xeon E5-2697 v4
CPU (34 physical cores, 2.30 GHz) and 500 GB of RAM, while Tanis features an Intel Xeon E5-2695
v3 CPU (26 physical cores, 2.30 GHz) and 115 GB of RAM. Each server has dual-socket processors,
ranging from 56 to 128 threads each, and RAM capacities suitable for processing very large data
volumes (between 128 and 1024 GB). Each server has several server-class GPUs (2 or 4 GPUs each)
with between 8 and 24GB of RAM. In addition, LPI owns a network-attached, NVMe-based storage
space of more than 40 TB with a high capacity for hardware fault tolerance, a sustained transfer
rate of 10 Gbps (scalable) and very low latency access to databases, thanks to the aforementioned
NVMe disks. The group has its own dedicated network infrastructure, uninterruptible power
supplies for all critical equipment and a fully automated backup system with a capacity of more
than 500 TB. In terms of software, the group has professional-level database servers currently
in use, software for the management of its critical equipment and network infrastructure. The
software environment included Python 3.11.2 and MATLAB® (R2022b, R2023b, and R2024b; The
MathWorks, Inc., Natick, MA) , providing the necessary computational tools for data processing

and analysis, including free state-of-the-art software, such asFreeSurfer, FSL, SPM and MR#trix3.

Brainlife

Brainlife (Brainlife.io, 2025) is a cloud-based platform intended for neuroimaging research. It is a
useful tool that enables the processing, analysing, and sharing of neuroimaging data. Additionally,
it provides researchers with a scalable and reproducible environment where to run complex

pipelines without the need of intensive computational resources locally.

1.5 List of Publications

This section presents the main contributions resulting from this doctoral project, including
contributions to scientific journals, talks and posters in conferences, or key methodological
developments. The contributions reflect the impact of this project in the dMRI field, with
an emphasis on reliability of the proposed methods. Figure 1.3 shows an overview of the

thesis contributions to journals.

And, in what follows, a detailed list of the contributions is shown:

C1. Efficient estimation of propagator anisotropy and non-Gaussianity in multishell diffusion

MRI with micro-structure adaptive convolution kernels and dual Fourier integral transforms.
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C2.

C3.

C4.

HYDI-DSI revisited: constrained non-parametric EAP imaging
without g-space re-gridding
Tristan-Vega et al. (2023)

Spherical means-based free-water volume fraction from diffusion
MRl increases non-linearly with age in the white matter of the
healthy human brain

Pieciak et al. (2023)

Anisotropy measure from three diffusion-encoding gradient
directions
Aja-Fernandez et al. (2022)

Accurate free-water estimation in white matter from fast diffusion
MRI acquisitions using the spherical means technique
Tristan-Vega et al. (2022)

Efficient estimation of propagator anisotropy and non-Gaussianity
in multishell diffusion MRI with micro-structure adaptive
convolution kernels and dual Fourier integral transforms

Paris et al. (2023).

Reproducibility and reliability of Diffusion Tensor Imaging in white
matter rectified with multiple-shell-based free-water
Pieciak et al. (2025). On review.

Thermal noise lowers the accuracy of rotationally invariant
harmonics of diffusion MRI data and their robustness to
experimental variations

Paris et al. (2025).

Reliability assessment in diffusion MRI: Separability vs.
repeatability.
Paris et al. (2025)

dMRILab.
Tristan-Vega, A., Aja-Fernandez, S., and Paris, G. (2022)

Second-author contribution O First-author contribution (published) .

Software contribution Flrst-auth or contr[bu?lon
(pending submission)

- JONONONO,

Diffusion sampling schemes: A generalized methodology with
non-geometric criteria.
Rodriguez-Galvan et al. (2023).

Figure 1.3: Thesis contributions overview.

Paris, Guillem; Pieciak, Tomasz; Aja-Fernandez, Santiago; Tristdn-Vega, Antonio. (2023).

Magnetic Resonance in Medicine, Wiley.

Thermal noise lowers the accuracy of rotationally invariant harmonics of diffusion MRI data
and their robustness to experimental variations. Paris, Guillem; Pieciak, Tomasz; Jones,
Derek K.; Aja-Fernandez, Santiago; Tristdan-Vega, Antonio; Veraart, Jelle. (2025). Magnetic

Resonance in Medicine, Wiley.

HYDI-DSI revisited: Constrained non-parametric EAP imaging without g-space re-gridding.
Tristdn-Vega, Antonio; Pieciak, Tomasz; Paris, Guillem; Rodriguez-Galvan, Justino R;

Aja-Fernandez, Santiago. (2023). Medical Image Analysis, Elsevier.

Accurate free-water estimation in white matter from fast diffusion MRI acquisitions using
the spherical means technique. Tristan-Vega, Antonio; Paris, Guillem; de Luis-Garcia,

Rodrigo; Aja-Ferndndez, Santiago. (2022). Magnetic Resonance in Medicine, Wiley.
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Anisotropy measure from three diffusion-encoding gradient directions. Aja-Fernandez,
Santiago; Paris, Guillem; Martin-Martin, Carmen; Jones, Derek K; Tristan-Vega, Antonio.

(2022). Magnetic Resonance Imaging, Elsevier.

Diffusion sampling schemes: A generalized methodology with nongeometric criteria. Rodriguez-
Galvan, Justino R; Paris, Guillem; Tristdn-Vega, Antonio; Alberola-Lépez, Carlos. (2023).
Magnetic Resonance in Medicine, Wiley.

Spherical means-based free-water volume fraction from diffusion MRI increases non-linearly
with age in the white matter of the healthy human brain. Pieciak, Tomasz; Paris, Guillem,;
Beck, Dani; Maximov, Ivan I; Tristan-Vega, Antonio; de Luis-Garcia, Rodrigo; Westlye, Lars

T; Aja-Ferndndez, Santiago. (2023). Neuroimage, Academic Press.

However, contributions come in many ways and forms. The second main category of scientific

contributions come in the form of posters. Such posters are presented in national or international

congresses and imply some degree of discussion of the poster with the attendants of such conferences.

P1.

P2.

P3.

P4.

P5.

P6.

P7.

Impact of Rician Bias on diffusion MRI biophysical modeling. Paris, Guillem; Pieciak,
Tomasz; Jones, Derek K.; Aja-Fernandez, Santiago; Tristan-Vega, Antonio; Veraart, Jelle.
(2024). ISMRM - Annual Meeting. Singapore, Singapore

Efficient Estimation Of The Generalized Cross-Validation Regularization Weight: An
Application For HYDI-DSI-QP. Paris, Guillem; Pieciak, Tomasz; Aja-Fernandez, Santiago;
Tristdn-Vega, Antonio. (2023). ISMRM - Iberian Chapter. Valladolid, Spain

Free-water correction of Diffusion Kurtosis Imaging in adult lifespan studies. Tristan-Vega,
Antonio; Pieciak, Tomasz; Paris, Guillem; Rodriguez-Galvan, Justino R; Aja-Fernandez,
Santiago. (2023). ISMRM - Iberian Chapter. Valladolid, Spain

Free-water volume fraction increases non-linearly with age in the white matter of the
healthy human brain. Tristan-Vega, Antonio; Paris, Guillem; de Luis-Garcia, Rodrigo;
Aja-Fernandez, Santiago. (2023). ISMRM - Iberian Chapter. Valladolid, Spain

HYDI-DSI: Efficient estimation of the Generalised Cross-Validation regularisation term
from several diffusion parameters. Paris, Guillem; Aja-Fernandez, Santiago; Tristan-Vega,
Antonio. (2022). ISMRM - Workshop on diffusion MRI: From research to clinic. Amsterdam,
Netherlands

Efficient Estimation of Propagator Anisotropy and Non-Gaussianity with MiSFIT. Paris,
Guillem; Pieciak, Tomasz; Aja-Ferndndez, Santiago; Tristdn-Vega, Antonio. (2022).
ISMRM - Iberian Chapter. Lisbon, Portugal

Assessing reliability of white matter metrics in diffusion MRI based on ROI variability.
Paris, Guillem; Pieciak, Tomasz; Aja-Fernandez, Santiago; Tristdn-Vega, Antonio. (2021).

Brayn Conference. Pysa, Italy.
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1.6 Thesis Overview

Chapter 2 introduces the necessary literature in order to fully understand the contributions of
this project. After a quick introduction to the diffusion phenomena, the different analytical
methods for diffusion signal characterization will be explained: from diffusion tensor imaging, to
the state-of-the-art models and metrics. Finally, the chapter will cover one of the main topics
of this project: the current validation of diffusion metrics via repeatability, separability, and

reliability; and their relationship to the clinically-relevant sensitivity and specificity.

Chapters 3 to 5 consist of the three main contributions of this doctoral thesis. Namely, the
development and implementation of the propagator anisotropy and non-Gaussianity biomarkers
for MiSFIT framework (Chapter 3); the assessment of thermal noise and Rician bias’ effect on
rotationally invariant-based biophysical models, together with the proposal of fitting alternatives
that reduce such effect (Chapter 4); and a reliability study of phenomenological biomarkers in
neuroimage, which provides a comparison of state-of-the-art, EAP-based metrics via a variance
decomposition methodology that aims at characterize the statistical performance of biomarkers

while enhancing experimental planning (Chapter 5).

Finally, chapter 4 rounds up the thesis and summarizes its main findings. It also provides a

quick view on the future work that might stem from these contributions as well as from the field.
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Knowledge is not for knowing: knowledge is for cutting.

— Foucault (1972)

Background

2.1 Introduction to diffusion MRI

The dilution of a drop of ink in water may seem simple, but what are the underlying physical
mechanisms at play? Under certain conditions—e.g., same-density liquids—the drop dilutes and
ends up fully integrated into the water, achieving a perfect mix even without any water movement.
This process is called diffusion and is crucial in the noninvasive study of tissues. Its study in
the brain has become important, given its sensitivity at a molecular level, which enables the

characterization of brain microstructure in both health and disease.

More technically, diffusion is the process by which molecules or particles move through a medium
from a high-energy area to a lower-energy area (i.e., high concentration to low concentration)
due to random thermal motion. The process is driven by the tendency of systems to reach an
equilibrium state. Diffusion MRI, therefore, aims to sensitize MRI technologies to the diffusion
of water molecules within tissues. In unrestricted environments, such as the glass of water, the
movement follows Brownian motion—an erratic, random, and Gaussian-distributed movement
of molecules immersed in a fluid affected by collisions with other molecules. In these cases, the
diffusion is said to be isotropic (i.e., movement radiates to all directions equally). In restricted
environments such as in biological tissues, however, molecules might have to interact with physical
barriers. These interactions can be either hindered—molecules are slowed down by obstacles
and can move through or around them—or restricted—molecules are confined within boundaries.
When the obstacles hinder/restrict particle movements in a set of directions but not in the others,
the diffusion is said to be anisotropic. This anisotropic diffusion profile remains consistent with

Brownian motion and can be considered to follow a Gaussian distribution, provided that the

17
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restrictions are not extreme (see Section 2.2 for a more detailed explanation).

Studying diffusion in specific environments reveals important aspects of the biophysical
phenomena or microstructural landscape where such diffusion occurs. This understanding is
ultimately the principle by which diffusion MRI works and where all conclusions are subsequently
drawn. However, the validity of MRI extends to diffusion MRI, compromised by key challenges
such as noise, artifacts, resolution limits, and the complexity of estimating reliable biomarkers.
While critical advancements are being made in each of these dimensions, it is often helpful to

remember that these traits are the very nature of the diffusion MRI.

Rather than obscuring the path for neuroscientific research, diffusion MRI has opened several
ways into noninvasive brain exploration, becoming a crucial tool in neurological research settings.
Nonetheless, its many limitations have hindered its capability to be fully adopted by the clinical
community, which still relies on old (but reliable) modeling techniques. Roughly 40 years since
the first application of diffusion MRI on an in vivo brain, this thesis aims to facilitate the
incorporation of diffusion MRI in clinical settings while encouraging medical doctors to put

its new models and biomarkers to the test.

2.1.1 Diffusion MRI principles

As the name indicates, the basic principle of diffusion MRI radicates in the Magnetic Resonance
Imaging. Explaining how MRI works could already be a somewhat significant doctoral thesis and
is thus out of this project’s scope. Instead, we will explain how diffusion MRI systems differ from

the classic MRI ones. That is, how they become sensitized to the movement of water molecules.

The only difference between a “classic” MRI scanner and a diffusion MRI scanner is the ability
of the latter to use (emit and read from) strong diffusion-sensitizing gradients. By applying
these so-called diffusion gradients, the spins that are in its reach and resonate at the Larmor
frequency of the scanner dephase. This dephasing is relative to the molecule’s position with

respect to the location where the gradient is focused.

In a completely still (and theoretical) environment, if the opposite gradient is applied to
the exact location, the molecules would be rephased to their original state (phase equal to 0),
and thus producing no signal loss. However, since in biological tissues molecules experience
motion, the second gradient does not completely rephase all molecules within its reach. This
incomplete rephasing leads to a reduction—or attenuation—of the received signal, which is related
to the number of spins that have moved between the application of both gradients (see Fig. 2.1).
Therefore, in diffusion MRI, the amount of signal loss encodes information about the extent and
directionality of water diffusion: greater attenuation indicates more substantial displacement

along that gradient direction (see Fig. 2.1).

As previously introduced, biological tissues in the brain restrict the diffusion in specific
directions, resulting in anisotropic diffusion. The diffusion phenomena can be reconstructed by
acquiring attenuation signals over a set of diffusion-encoding gradient directions in a given voxel.

This serves as the foundation for all diffusion MRI research, yet the field continuously strives for
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Figure 2.1: Gradients effect on the phase of diffusing spins. After the first diffusion gradient,
spins become dephased relative to the center of the gradient application. Then, while the diffusion time A
occurs, some spins diffuse onto other locations. Finally, after applying the last and opposite diffusion
gradient, the spins become rephased, except for those that have moved from their previous location. There
is, then, a fall in the net magnetization vector that is read as an attenuation of the diffusion signal.

progress in every direction: from acquisition protocols to allow a better or more efficient tissue
characterization and the modeling of the diffusion phenomena or the biophysical environment in

which they take place, to the efficient estimation of neural pathways across the brain.

2.1.2 Technical viewpoint
Bloch Equation

To understand the equations that describe the attenuation of signals due to the diffusion processes
in the presence of diffusion-sensitizing gradients, we first have to describe the dynamics of nuclear
magnetization in the presence of a magnetic field. For that, we must introduce the Bloch equations,
which model the magnetization vector M(t) = (M,(t), My(t), M,(t)) across time, under the
influence of an external magnetic field B(t) = (B,(t), By(t), B.(t)):

M. (t)
T
OM(t) M, ()
T YM(t) x B(t) — % (2.1)
M. ()~ Mo
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where v is the gyromagnetic ratio, T} is the longitudinal relaxation time, T5 is the transverse

relaxation time, and My is the magnetization at thermal equilibrium in the presence of By.

Bloch-Torrey Equation

A modified version of the previous Bloch equations is needed in order to account for the effect

of diffusion processes in the presence of diffusion gradients:

OM(r, t)

o= DV2M(r,t) + v (M(r,t) x B(r, 1)) + | M) (2.2)

where M(r,t) = (My(ry,t), My(ry,t), M,(r.,t)) is the time-dependent magnetization vector of
an excited sample located at r = (ry,ry,,7.) € R® immersed in a magnetic field B, D is the
diffusion coefficient experienced by the particle, and V2 is the Laplacian operator that accounts

for spatial variation of the magnetization.

Stejskal-Tanner Equation

By solving the Bloch-Torrey equations under specific conditions, the Stejskal-Tanner equation—
which relates the amount of signal attenuation due to diffusion in the presence of diffusion gradients—
can be derived. Such conditions include, but are not limited to: (1) Constant background magnetic
field, (2) Gaussian diffusion, (3) negligible relaxation effects during the diffusion time, (4) perfect

gradient pulses with instantaneous switching, etc.

In practice, to isolate the effects of diffusion alone, the signal acquired with diffusion weighting
is normalized by a reference signal without diffusion gradients, denoted S(0). This yields the

signal attenuation fraction:

E(7,6,A,G) = ‘W = exp (—7252 (A - g) G2 D) : (2.3)

where G is the diffusion-sensitizing gradient magnitude G = ||g||, and both A and § represent,
respectively, the gradient separation and duration (see Fig. 2.1). The term D refers to the Apparent
Diffusion Coefficient (ADC) and describes the mean diffusivity within the imaged voxel. For
convenience, a variable that relates to the gradient strength and timing is defined as the b-value:

b= ~%5? (A - g) G?, (2.4)
where the effective diffusion time is defined as 7 = A — §/3.

Eq. (2.3), also referred to as Stejskal-Tanner equation, thus models the signal decay expected

for free, isotropic diffusion. To capture more complex, anisotropic diffusion, the scalar coefficient
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Figure 2.2: Attenuation signal for an increasing diffusion-weighted gradient magnitude. Up
to a certain b-value, the attenuation signal is assumed to behave as a mono-exponential decay.

D is generalized to a second-order diffusion tensor D. This tensor captures how the diffusion
process varies with direction, and the signal attenuation for a given gradient direction depends
on the projection of that direction onto the tensor. Mathematically, it entails the projection of

the gradient direction onto the tensor, i.e. g’ Dg, thereby resulting in:

) = exp (—b @TDQ) , (2.5)

where g is a unitary vector pointing to the direction of the diffusion gradient applied.

Figure 2.2 (left) shows different realizations of the Stejskal-Tanner equation for a different
range of b-values and diffusion coefficients. The values for said coefficients are not random: these
are the values with which we will usually work. For example, the diffusion constant of free water at
body temperature (37 °C) is D = 31073 mm? /s, often referred to as Dy. D = 1.5-1073 mm? /s is
usually found in biological tissues; while D = 0.5-10~3 mm? /s is found in tightly-packed structures.
Note that since the behavior of the attenuation signal changes exponentially with respect to the

b-values, these figures are usually displayed in logarithmic scales, such as the one in Fig. 2.2 (right).

2.2 Diffusion Tensor Imaging

One of the most prominent features of diffusion MRI is the ability to distinguish the direction in
which anisotropic diffusion occurs. This is of particular interest in the brain, where anisotropic
diffusion reveals properties of the underlying tissue. Diffusion Tensor Imaging (DTI, Basser
et al., 1994) simplifies the diffusion within tissues so that it can be summarized in the tool
that most efficiently packs 3D displacement: the tensor—a mathematical object that represents

data varying across dimensions. Since, in this case, the data (i.e., diffusion) varies across the
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three physical dimensions, a 3-by-3 rank-2 tensor is used:

wa Dwy Da:z
D

vy

Dza: Dzy Dzz

Aligning with the biophysical properties of diffusion within tissues, the diffusion is presumed
to have antipodal symmetry—identical in opposite directions—and to be positive definite—always
positive. The tensor portrays these characteristics, resulting in a symmetric positive-definite
matrix. Through a simple diagonalization process, the tensor can be parameterized by three
orthogonal vectors describing the diffusion along them, together with three scalars representing the
amount of diffusion in each direction. In this context, each eigenvalue (expressed in units of mm?/s)
represents the variance per unit time of the displacement distribution of water molecules along its
corresponding eigenvector, which indicates the principal direction of diffusion. This squared unit
reflects the fact that diffusion is modeled as a random walk: the mean squared displacement in
three dimensions grows linearly with time, according to (x?) = 2Dt, so the eigenvalues quantify

how much molecules spread out (their variance) along each principal axis during the diffusion time.
Following from Eq. (2.6), the diagonalization results in:
D = QAQY, (2.7)

where A = [A1, A2, A3] - I (I being the three-by-three identity matrix) contais the eigenvalues,

and Q contains the (unitary) eigenvectors of D, respectively:

Vig V2z U3z Vg
Q= |vyy wvoy w3y Uy | - (2.8)
Uiz V22 U3z Uz

Suitably, the diagonalized tensor can be represented as an ellipsoid (see Fig. 2.3), whose axes
are characterized by the eigenvalues in the directions of their respective eigenvectors. DTI
rapidly became a breakthrough in diffusion MRI, enabling the characterization of microstruc-
tural changes associated with various neurological disorders and cognitive impairments (e.g.,
cognitive performance Maillard et al., 2019; AD Bergamino et al., 2021; Nakaya et al., 2022;
aging Metzler-Baddeley et al., 2012; Chad et al., 2018; Kubicki et al., 2018; schizophernia
Carreira Figueiredo et al., 2022; or first-episode psychosis Lyall et al., 2017, among others). The
ability of DTI to distinguish anisotropic diffusion also provided a way of studying the white

matter connectivity (Basser et al., 1994).

2.2.1 Tractography

One of the most widespread research applications of DTI is tractography (also known as fiber

tracking). Using information derived from the diffusion tensor—in particular, the principal
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Figure 2.3: Diffusion Tensor. The diffusion tensor can advantageously be represented as an ellipsoid
whose main axes are determinate by diffusivities (i.e. eigenvalues of the tensor, A1, A2, A3) along their
respective eigenvectors (0g, Oy, 0z).

Figure 2.4: Tractography. Coloured by its main direction (vertical fibers blue, front-to-back fibers
green, and side-to-side fibers red), the figure shows a tractography performed on a subject from CUBRIC
test-retest dataset (see Section 1.4).

eigenvector that indicates the main orientation of the diffusion ellipsoid—tractography algorithms
estimate the trajectories of white matter fiber bundles across the brain. Typically, trajectories
are generated from selected voxels (seed points) that meet specific criteria, such as having a
fractional anisotropy (FA) above a defined threshold. By stepping from voxel to voxel along the
direction of maximum diffusivity (the eigenvector associated with the largest eigenvalue), the
algorithm propagates new seed points until stopping criteria are reached. Due to the limited
spatial resolution of diffusion MRI, tractography does not resolve individual axons but instead

reconstructs pathways that represent coherent fiber bundles within the voxel grid.

Besides its clear contribution in elucidating brain connectivity, tractography is extremely
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useful in aging studies (Davis et al., 2009) or brain plasticity (Blumenfeld-Katzir et al., 2011).
Even in clinical environments, where classic dMRI still has trouble finding its applicability,
tractography stands out for its usefulness in pre-surgical planning, stroke, TBI, MS, and other

neurodevelopmental diseases (Yeh et al., 2021).

2.3 Beyond the tensor

2.3.1 Limitations of DTI

The need for a better characterization of diffusion in the brain aided the appearance of other
frameworks that tackled the tensor’s limitations. Although revolutionary, and despite still being
used recurrently in most clinical environments, the tensor is defined upon some assumptions that

do not always hold, especially when looking at diffusion in the complex WM structure.

First, the assumption of Gaussian distribution stemming from Brownian motion may not
always be accurate. Specifically in WM, tightly packed structures, fiber arrangements, and tissue
heterogeneity hinder water molecules’ ability to diffuse following a Gaussian distribution. Also,
applying high diffusion gradients can perturb the Brownian motion of the particles by introducing

a bigger force on them, especially in areas with complex geometries.

Second, the tensor only holds macroscopic information. It is not intended to obtain microscopic
information within the studied voxel. Thus, the parameters estimated with the tensor reflect

the aggregated behavior of the diffusion processes within the voxel.

Third, by definition, the tensor can only distinguish one main diffusion direction. Picture
the ellipsoid in Fig. 2.3; if imaging an environment with a second main diffusion direction (e.g.,
crossing fibers), the diffusivities A\; and Ay will become similar, resulting in a tensor that looks
like an oblate. Thus, the tensor by itself is not enough to distinguish two fibers, but only an
environment where diffusivity in one of the orthogonal directions to the main component is similar

to that of the main component. This is known as the crossing fibers problem of DTI.

2.3.2 Q-space sampling

Following technological advances, the limitations of the tensor rapidly gave birth to refined models
that could achieve a more accurate characterization of biomarkers in the WM. One of the ways
to achieve a better diffusion profile estimation is to acquire more samples in the diffusion space
(i.e., using more diffusion gradient directions and magnitudes), which was possible given the
advancements in both hardware—higher diffusion gradients or shorter echo times, etc.—and

software—efficient pulse sequence designs, or advanced reconstruction techniques, etc.

Said samples are obtained by applying diffusion gradients of different strengths and orientations.
This concept prompted the appearance of the so-called g-space: a mathematical space that relates

the diffusion gradients’ strength and directions. Each data point q; represents the application
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of a diffusion gradient with magnitude ||q;|| = vdG/27 € RT and direction Zq; = g. The more
data points available, the more informed the model will be, but the more acquisition time is
required. Figure 2.5 shows four representations of acquisition schemes in such space, corresponding

to the most usual acquisition schemes in diffusion MRI.

While theoretically unrelated, the different g-space samplings appeared as a by-product of the
models that introduced them. In other words, the introduction of more capable models was often
associated with samplings that exploited the diffusion features said model intended to estimate.
For example, the limitations of the DTI in characterizing crossing fibers were tackled by the
development of High Angular Resolution Diffusion Imaging (HARDI) that leveraged spherical
g-space samplings to increase the angular resolution. The growth of angular sampling with a fixed
gradient strength gave rise to samplings that resembled a shell (samples along the surface of a

sphere), which resulted in the designation of the name “single-shell” (see Fig. 2.5.a).

Single-shell Acquisitions (Fig. 2.5.a) aim at higher resolutions in the angular dimension of
the diffusion profile. In turn, they seek to provide more information on the directionality
of anisotropic diffusion, thus steering away from DTT problems such as crossing fibers. The
position of the evenly spaced samples along the sphere’s surface is usually found by either the
use of regular polyhedra (Muthupallai et al., 1999) or by minimizing the electrostatic energy
(EEM, Jones et al., 1999).

Multi-shell Acquisitions (Fig. 2.5.b) exploit the same improved angular resolution but also
focus on characterizing the radial profile of the diffusion by sampling different diffusion
strengths. The sampling of the angular domain remains denser, given that the radial profile
of diffusion is assumed to be well captured by fewer parameters. In other words, it is often
considered that the diffusion changes for different gradient strengths are well characterized
with fewer data points than that along the angular domain, which encapsulates the structural
complexity of the WM. Additionally, other limitations for denser radial samplings must be
considered, such as the increase in signal attenuation for higher diffusion gradient strengths.
An important aspect of multi-shell acquisitions is the required non-collinearity of samples
across multiple shells (i.e., avoiding sampling the same directions in different shells). This
not only entails a significant advantage in the angular sampling (it provides more angular
information because more directions are sampled once accounted for all spheres) but also
prevents further problems such as aliasing effects (not enough distinct angular directions),
underfitting, or misinterpretation of some models, or directional bias (diffusion characterization
is biased towards those points in space that are overrepresented). The implementation of
these samplings is similar to that of single-shells but accounts for non-collinearity (Ye et al.,
2012; Caruyer et al., 2013). However, other promising methods have been suggested, such as

the weighted shells approach proposed in our recent work (Rodriguez-Galvan et al., 2023).

Cartesian grid Acquisitions (Fig. 2.5.c). Rather than sampling g-space according to a
biophysical rationale (angular vs. radial domain), this acquisition scheme seeks to fulfill a
pragmatic approach for signal processing purposes. It aims at exploiting the relationship
between the signal attenuation and the diffusion propagator, given by a Fourier transform

(refer to Section 2.4.2 for a detailed explanation) while also preventing aliasing effects by
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Figure 2.5: Q-space sampling schemes. Four sampling schemes are shown. Single-shell (a) and

multi-shell (b) protocol acquisitions are the most common; some others rely on signal processing methods
to estimate the diffusion processes by exploiting such acquisitions (¢ and d)

adhering to the Nyquist-Shannon sampling theorem. Its main limitation, however, is that a
fully sampled cartesian grid includes many more samples than other sampling techniques,

which in turn implies long acquisition protocols and, thus, longer scanning times.

Sparse Acquisitions (Fig. 2.5.d) refers to those acquisitions that randomly sample the g-space.
Similarly to the previous case, the idea behind this acquisition seeks to be exploited by a
signal processing technique called Compressed Sensing (CS, Donoho, 2006), by which a signal
can be reconstructed from a reduced set of random acquisitions. In assuming signal sparsity,

an optimizer tries to find the sparsest solution that best matches the measurements.
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2.3.3 Mathematical Tools

Diffusion MRI is, in its very nature, a flawed system: from the noisy and distorted acquisition
to the reconstruction of the attenuation signal, the ill-posed fitting of the models, etc. Also,
diffusion-weighted signals are overwhelmingly large, so their computational analysis (in fitting, for
example) always requires powerful computational resources so that applications do not become
increasingly time-expensive in already time-constrained settings. Mathematics offers a way of
dealing with this latter problem, providing tools to describe the most important signal features

up to a desired degree of accuracy.

Spherical Harmonics

The pragmatic understanding of spherical diffusion acquisitions inside a voxel, captured by shelled
samplings, favors using mathematical tools that exploit such behavior. Spherical Harmonics
(SH) are mathematical objects that offer a way of representing functions over the surface of a
sphere, allowing a decomposition of the spatial patterns on simpler harmonic components. More
technically, SH serve as basis functions for square-integrable functions defined over the surface of

a sphere; that is, functions that have finite energy when integrated over a sphere.

SH are solutions to the Laplace equation in spherical coordinates. They are defined as:
Yi"(0,) = Ni" ™ (cos 0)e/™, (2.9)

where [ is the degree (I € RT), m the order (- < m <), P/"(cos#) is the associated Legendre
polynomial, which is dependent on the zenithal domain 6. N;™ is a normalization factor to

ensure orthonormality in the basis functions:

. (20 +1) (I —m)!
NJ* = \/477(1+m)!' (2.10)

Figure 2.6 shows the basis functions derived from SH. Each degree [ is represented as a band of
orders m from —] < m < [. Therefore, for a given degree L, the number of coefficients to estimate

is 2L + 1. As other basis functions, the SH bases offer a set of useful properties:

Orthonormality among basis functions on the unit sphere, such that:
2w ™ ,
/ / Y'lm(07 @)Yl’/m *(07 50) do dQD = 5ll’5mm’7 (211)
o Jo

where Ylf”'*(ﬂ, ) is the complex conjugate of Y, (6, ¢), and d;» and s are Kronecker’s
deltas that equal to 1 when [ =" or m = m’ and 0 otherwise. This means that any given
basis function is orthonormal to all the other basis functions that do not have the same degree

and order.

Completness, which implies that any square-integrable function g(6, ¢) on the surface of a sphere



28 2.3. Beyond the tensor
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Figure 2.6: Spherical Harmonics. Visual representation of the different basis functions of spherical
harmonics, for different degree I = 1,2,3 and order —I < m < [. The higher the degree of SH used, the
more contributions of these basis functions will be used, leading to more accurate representations of the
function.

can be expanded in terms of the basis functions:

[e%s) 1
9(0,0) =D Y Y0 ), (2.12)

=0 m=—1

where ¢} is the coefficient corresponding to that basis function. The coefficients are defined
as:

o = / 90, 9)Y7™ (0, £)dS. (2.13)
S

While theoretically feasible, real-world settings do not always allow a full characterization of a
function in terms of SH. That is, Eq. (2.12) is to be computed up to a certain degree | = Lyax,
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which will thus result in a truncated (i.e., bandwidth-limited) version of the spherical signal:

Limax

l
90.0) = 3 3 Y"(0.9) (2.14)

=0 m=-1

The choosing of L.« might be determined by the computational resources or time available
to carry out the projection. However, it is also influenced by the diffusion sampling scheme
used to acquire the signal itself: Using big enough L,,x might try to capture high-frequency

components that have been previously cropped by a poor g-space sampling.

Rotational invariance. SH offer great flexibility for functions that are rotated. This is illustrated
in Fig. 2.6. Suppose a 3D rotation is applied to a signal represented on this basis. In that
case, the aggregated power in each order band [ remains unchanged, albeit subject to different
coefficients for each basis across m = 2[ + 1 orders. In other words, while the coefficients
themselves are not invariant under rotation, certain derived quantities from them are. A
common example of a rotational invariant feature is the 0-th order of the SH projection (i.e.,
1 =0), proportional to the Spherical Means (SM)—the spherical average of the signal—which

clearly does not change with data rotations.

Aiming at a more robust characterization of metrics and comparisons across subjects, rotational
invariant features are often used in dMRI to decouple tissue microstructure from fiber
orientation distributions (Novikov et al., 2018a; Zucchelli et al., 2020). This way, rotations
of the diffusion encoding schemes or the subject’s head become irrelevant since they pose
no effect on the scalar quantities. Additionally, using rotational invariant features entails a
projection onto lower-dimensional spaces, streamlining the fitting problems in models that
use them. This will be seen, for example, in the Standard Model of Diffusion Imaging (see
Section 2.4.4).

Particularly in dMRI, certain biophysical assumptions about the signal can be exploited to
simplify the projections onto the SH. For example, if antipodal symmetry is assumed in the
scanned voxel, i.e. E(—q) = E(q), only even degrees | = 2,4,6,... are needed. Also, if the
reconstructed signal is real, the real spherical harmonics (rSH) are used:

V2 N™ Pl (cos 0) cos(mep), m >0
Y, (0,¢) = { NP PP(cos ), m=0 (2.15)

\/iNlm' Pllm‘(cos 0)sin(jm|p), m <0

2.4 Phenomenological vs. Biophysical Modeling

The ability to describe the diffusion processes—or the microstructure landscape in which they
take place—from the attenuation signal is not necessarily straightforward or, at least, as intuitive
as in DTI. Given that diffusion-weighted images are complex data sets rich in hidden information,

a usual approach involves projecting them onto lower-dimensional spaces so that inferences—
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such as biomarkers—can be drawn.

In a nutshell, there are two main ways of lowering the dimensionality of diffusion-weighted
signals onto a mathematical representation of diffusion. One relies on the modeling of the
diffusion phenomena without any biophysical assumptions. The other relies on modeling the
biophysical landscape in which diffusion occurs. Novikov et al. (2018a), possibly aiming to unify
research perspectives, emphasized the importance of clarifying this distinction and proposed
referring to them as signal representations and models, respectively. In this work, however,
we have chosen to refer to these two philosophical perspectives as phenomenological'! modeling
and biophysical modeling. This reflects an effort to regard both frameworks as equally valid,

particularly in clinical research.

In Novikov’s work, phenomenological modeling is introduced as an alternative name but
quickly set aside, favoring “signal representation”. While the term “signal representations” is
technically accurate, it reflects on the mathematical aspect of these models. Modeling, however,
seems to bias the reader towards the thought that metrics derived from them are more linked
to the actual diffusion process taking place. These assumptions are wrong: Biophysical and
phenomenological modeling aim to describe diffusion processes by taking a look at different

aspects of such diffusion processes.

Phenomenological modeling involves projecting the signal onto a basis usually chosen by
balancing simplicity, assumptions, and available measurements. That is, for a model to fit
adequately onto measured data that is scarce and poor in quality, the more biophysical assumptions
will have to be made, or the more simplistic the model will have to be. Phenomenological modeling
is undoubtedly linked to mathematics, but mathematics is merely a means to an end: It models
some properties of the diffusion processes in a voxel without assuming a biophysical landscape.
While this is technically true, some phenomenological models do rely on biophysical assumptions

in order to simplify the signal processing techniques employed.

Clinically, phenomenological modeling relies on the acceptance of a baseline set of processes
against which current observations are compared. As such, one cannot directly link phenomeno-
logical metrics to biophysical conclusions, since these metrics lack inherent biophysical meaning.
However, given a specific set of phenomenological outcomes, it is possible to infer certain underlying
biophysical mechanisms. For example, if diffusion appears isotropic, one might conclude that
the underlying microstructure is unlikely to consist of coherently aligned, myelinated fibers, even

though the model itself does not explicitly capture that level of structural detail.

Biophysical modeling is based on the projection of a signal onto a model that encapsulates
some biophysical meaning. Given that the model gives absolute interpretations rather than
perceptual, no baseline is needed to make inferences once the model has been validated. This
is because a direct link exists between the metrics derived from biophysical modeling and the

biophysical landscape where the diffusion takes place.

This naturally raises an important question: why model phenomena at all, when one could

1Drawing from the philosophy of phenomenology, which focuses on describing phenomena without explaining
the underlying cause.
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instead model biophysics and aim to reconstruct the underlying microstructural landscape from
the diffusion signal? The answer lies in the inherent limitations of both the data and our
modeling assumptions. Biophysical modeling aims at constructing a plausible environment that
could result in the observed diffusion signal. Its strength lies in the interpretability of the
estimated parameters. However, the weak link in this approach is the inversion itself: estimating
complex microstructural parameters from a noisy and indirect signal is inherently ill-posed and
model-dependent. Phenomenological modeling, by contrast, focuses on drawing conclusions from
phenomena already captured by the diffusion signal. Yet its weakness lies in interpretation: while
it models the phenomena effectively, it remains agnostic about their biological significance—leaving

a gap between observed signal patterns and their relevance to research or clinical questions.

2.4.1 Incompatibility

It is important to clarify the incompatibilities of these two viewpoints: Modeling the signal
regarding the diffusion phenomena necessarily implies the disregard of biophysical grounding. The
flexibility of phenomenological models arises from the lack of assumptions about the underlying
tissue but directly affects the link to microstructural landscape interpretability. On the other hand,

biophysical models aim at interpretability but are constrained to the validity of their assumptions.

Since the goal is different, the parameters used to describe phenomena and biophysics
are challenging to reconcile in a single framework: Phenomenological frameworks describe
diffusion properties mathematically (e.g., using tensors, Kurtosis, spherical harmonics, etc.)
or by diffusion descriptors (e.g. mean squared displacement, propagator anisotropy, return
probabilities), whereas biophysical frameworks are described through tissue parameters (e.g.,

neurite density, axon diameter, etc.).

It should be noted, however, that beyond their conceptual differences, each modeling perspective
also faces technical and mathematical constraints. For example, assumptions about the signal’s
decay behavior and the feasibility of its Fourier relationship to real-space propagators impose

further practical limitations. These aspects are discussed in more detail in Section 2.4.2.

Moreover, regardless of their primary goal, some signal representation techniques are adopted by
biophysical models to ease the fitting process. Similarly, some biophysical assumptions and priors
are exploited and translated into the modeling of phenomena to allow more straightforward fitting

problems.

2.4.2 Advanced Diffusion Metrics

Metrics are the essential layer that allows for interpretability of diffusion models. Mathematically,
it entails a projection onto a lower-dimensional space, and they often take form of a 3D scalar
map. Such projections are intended to provide a certain aspect of information about the

diffusion within the imaged voxel.
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Generalizing Phenomena: The Ensemble Average Propagator

Moving away from the simpler models such as the DT, it becomes important to define a concept
that will be able to generalize the diffusion phenomena. Within phenomenological models, the
Ensemble Average Propagator (EAP) is a mathematical object that conceptualizes the set of
possible locations a water molecule can be displaced as diffusion time passes (Wedeen et al., 2005;
Ozarslan et al., 2006). In other words, the EAP is just a generalization of the diffusion profile so
more accurate estimations might be made. It is important to note that the EAP aims at describing
macroscopic diffusion processes, that is the reason behind the words “ensemble average”, as it is
assumed to portray the aggregate behavior of the individual diffusion processes. As a tool, it is built
upon the set of assumptions the model is based on. That is, each phenomenological model defines

their own propagator by extending the phenomena assumptions upon which the model is built.

The EAP equation represents the main relationship that phenomenological models exploit.
The application of diffusion-sensitizing gradients yields the measured attenuation signal E(q).
Under the narrow pulse approximation (i.e., 6 — 0, which practically translates to § < A) this
signal is linked to the EAP P(R), the displacement probability density function in real (R)-space.
Then, for a diffusion wavevector q, the EAP results in (Callaghan, 1993):

P(R) = o E(q)e ™ dq = F{|E(q)[}(R). (2.16)

For this relationship to hold, the signal F(q) must be smooth enough and decay at infinity,
which ensures the Fourier transform is well-behaved. In practice, smoothness is often imposed
as a prior to regularize the inversion and avoid spurious features caused by noise or modeling
errors. The assumption of rapid decay in P(R) is also crticial, as it underlies the feasibility of
reconstructing it from a limited g-space samplings. However, such assumption does not always
hold, particularly in cases of restricted and hindered diffusion. Consequently, phenomenological
models relying on limited g-space sampling may struggle to accurately reconstruct P(R), especially

when the underlying diffusion deviates significantly from free or Gaussian behavior.

In DTI, the EAP is characterized by a multi-variate normal distribution, whose second-order
moment fully determines the shape of the propagator: the ellipsoid. Diffusion Kurtosis Imaging
(DKI, Jensen et al., 2005) uses the fourth-order moment to assess deviations from such Gaussian
distribution. By allowing more complex formulations of the EAP, more accurate descriptions
of the diffusion profile can be made. However, more complex profiles might require more data
(or more assumptions) in order for the fitting problem to be well defined. Mathematically,
said complexity is captured in independent parameters that vary according to the system’s
behavior: the degrees of freedom (DOF).

The accuracy up to which diffusion phenomena is able to represent the diffusion profile
from the EAP depends on the number of DOF the encompassing model offers. Higher DOF
implies more flexibility of the model to adapt to certain signal characteristics. However, a
higher number of DOF also requires more—and often higher-quality—data, as the model will

be more difficult to fit accurately.
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Given that clinical environments are still not ready for lengthy acquisition protocols, there
is a need for developing methods on all ranges of degrees of freedom, exploiting all kinds of
acquisition sequences: In time-restricted settings (such as clinical settings), shorter acquisitions
might be used, which call for simpler EAP definitions (or more biophysical assumptions). In
settings where time is not strictly restricted (e.g., some research settings), longer acquisition
protocols might be used, which in turn permits the characterization of more complex EAP

(or the avoidance of some assumptions).

The estimation of the EAP entails several issues that might compromise its accuracy. First, as
a derivative of the phenomenological model, the EAP is represented as a superposition of functions
from a basis in which the EAP is presumed to be sparse (i.e. can be approximated with a few
non-zero coefficients on such basis). Second, its estimation often relies in non-linear problems
whose stability might not be guaranteed, and whose convergence might be conditioned by the
computational time restrictions. Third, some EAP definitions might require the acquisition of
high diffusion-weighted gradients that negatively impact the SNR of the samples. Conversely, the
limitation to a maximum b-value restricts the EAP interpretability to only the lower frequencies.
Fourth, the Fourier relationship between EAP and diffusion signal might not always hold due to the

non-linearity, diffraction or non-negligible diffusion effects during the ¢ (diffusion time duration).

Directionality descriptors: The ODF

The Orientation Distribution Function (ODF) is an orientation descriptor that reflects the
probability of water molecules diffusing in different directions. In other words, it characterizes
the shape of diffusion rather than directly describing the axons or microstructural features that
give rise to such patterns. ODFs are typically derived from advanced diffusion models and
form the foundation for tractography by indicating likely fiber orientations. To ease estimation
and reduce computational complexity, ODFs are commonly represented over SH basis, which
provides a compact and analytically tractable form. While not scalar metrics themselves, ODFs
offer rich directional information that complements quantitative measures and enhances our
understanding of brain microstructure, surpassing the limitations of simpler models like the
diffusion tensor. Figure 2.7 shows a comparison between an ODF and the oblate shape resulting

from its estimation using the tensor model.

One common definition of the ODF is as a radial projection of the EAP along a given

direction r, expressed as:
®(r) :/ P(Rr)R?dR (2.17)
0

where P(R) is the probability density function of net water molecule displacements and Rr

denotes points along the direction r scaled by the radial distance R.
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Ground truth ODF DTI Ellipsoid SH Reconstruction

Figure 2.7: The fiber Orientation Distribution Function. Comparison between the ground truth
ODF (left), the DTTI ellipsoid (middle), and the SH reconstruction (right, with SH order L = 6). Note
how DTI is unable to resolve crossing fibers, while SH reconstruction provides additional information for
a more accurate ODF estimation.

Phenomenological metrics

In what follows, common metrics for diffusion phenomena, together with the state-of-the-art
diffusion metrics, are presented. All of them are derived from specific EAP formulations, and
as such, may require different amounts or qualities of data to accurately capture the aspects

of diffusion they aim to represent.

Mean Diffusivity or MD is the mean over all the tensor’s eigenvalues. It quantifies the amount

of diffusion, regardless of its anisotropy.

A+ A+ A3
N 3

MD (2.18)

MD not only is useful in differentiating WM from GM, but also has been associated with
changes in edema and inflammation, neuron body swelling in the hyperacute/acute phase of
stroke (Osa Garcia et al., 2022), aging (Madden et al., 2009, 2012), AD’s episodic memory
deficits (Bosch et al., 2012; Sexton et al., 2010).

Fractional Anisotropy or FA is the most famous of diffusion metrics. It is derived from the
tensor and indicates how anisotropic a diffusion process is by the relationship among the

eigenvalues: 0 means isotropic, 1 means completely anisotropic. It is defined as:

3 [(Ay =MD)? 4+ (A — MD)? 4 (A3 — MD)?
FA =,/> 2.1
\/;\/ A+ A3+ A3 (2:19)

Lower FA often reflects damage to the axons’ myelin sheath, enlarged axonal diameter, reduced
axonal packing density or increased membrane permeability (Farag and Kayser, 2017). Studies
reveal that FA is sensitive to changes in WM integrity derived from schizophrenic disorders
(Clark et al., 2011), vasogenic edema in stroke (Osa Garcia et al., 2022), aging (Sullivan and
Pfefferbaum, 2006; Madden et al., 2009, 2012), AD’s episodic memory deficits (Bosch et al.,
2012; Sexton et al., 2010) even in asymptomatic individuals with a family history of AD
(Bendlin et al., 2010).
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The tensor representation captures diffusion behavior through three eigenvalues (and cor-
responding eigenvectors), inherently limiting the richness of the information that can be
extracted. Metrics like FA and MD, though not the only ones derivable from the tensor,
remain among the most widely used. More advanced models (i.e., those that incorporate
greater flexibility by introducing additional DOF) enable the estimation of a broader set
of parameters, thereby uncovering aspects of the diffusion signal that remain hidden in the

diffusion signal.

Return Probabilities, also called probabilities of zero displacement (Ozarslan et al., 2013),
are indices that quantify features from the diffusion processes captured by the EAP. More
specifically, return to origin (RTOP), return to axis (RTAP) and return to plane (RTPP)
probabilities enable the quantification of diffusion restrictions without the need of biophysical
models. RTOP quantifies the probability of a water molecule to return to its original location,
RTAP quantifies the probability of a water molecule to return to its original place along an
axis. Finally, RTPP quantifies the probability of a water molecule to return to its original
place within a specific plane. All of them are closely related to a diffusion feature within the
environment: RTOP aims at quantifying the degree of restrictivity in the medium, RTAP
the degree of diffusivity along a fiber, and RTPP the degree of diffusivity across the plane
perpendicular to a fiber. They are defined over the propagator, as well as over the diffusion

signal, as follows:

RTOP 2 P(0) = | E(q)dq (2.20)
R?’

RTAP £ /RP(RrH lr;. =0)dR = /RQ E(q1)dqy (2.21)

RTPP £ /RP(RI‘J_‘I'H = O)dR = ‘/RE(q”)qu (2.22)

Assuming a Gaussian diffusion propagator, Aja-Ferndndez et al. (2020) derives the return

probabilities from the tensor’s three eigenvalues, yielding:

1 _
RTOP = ) (A1 - Az - A3)” /2 = RTAP - RTPP (2.23)
1 ~1/2
RTAP = A 2.24
1 —1/2
RTPP = — (A2 A) (2.25)

These indices are primarily sensitive to the underlying microstructural environment. In
particular, RTOP is largely independent of macroscopic fiber orientation, making it a more
robust marker in complex fiber regions compared to measures like FA, which drop significantly
in crossing-fiber voxels. However, RTAP and RTPP are computed along specific directions

and can therefore reflect changes due to fiber dispersion or orientation.

Microstructure from Return Probabilities
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Consider for example, RTOP, or the Return to origin probability. This quantity refers to
the probability that a water molecule returns to its origin—i.e. net displacement equals
0. RTOP is conceptually linked to entropy, which in diffusion can be thought of as how
constrained is diffusion. Higher RTOP values—meaning greater probability of return to
origin—are associated with increased microstructural order, e.g., tightly packed fibers and

small restricted compartments.

Under certain assumptions, such that diffusion gradients are infinitesimally short, Ozarslan
et al. (2009) prove the relationship of the metrics to the microstructural environment of the

voxel analysed:

RTOP = (V)~! (2.26)
RTAP = (A)~! (2.27)
RTPP = (L)™' (2.28)

where (V) is the mean pore volume, (A) the mean cross-sectional area, and (L) is the
mean length of the cilynders. RTAP for example can thus linked to mean axon diameter
(D) =24/1/(RTAP~).

Mean Squared Displacement or MSD is a measure that quantifies the (mean squared)
displacement of water molecules in biological tissues during the diffusion experiment. It
is linked to the amount of diffusion that is facilitated or restricted by biological tissues,
thus being closely related to MD (Wu et al., 2008; Ning et al., 2015), but more sensitive to
restricted diffusion (Wang et al., 2021a; Ning et al., 2015).

1
MSD = / P(R)R’IR = — 5 AE(q)|qo (2.29)
R3 /I8

QMSD refers to the g-space analogy of the MSD metric. For Gaussian propagators, QMSD
and MSD have very similar contrast in tissues. However, when deviating from Gaussianity
in propagators, QMSD may offer a distinct contrast profile in the WM (McClymont et al.,
2016; Hori et al., 2022). QMSD provides insights about the displacement of molecules across
different spatial scales (Assaf et al., 2000; Caporale et al., 2022).

QuSD = | Bla)atda = - 1 APR)lany (2.30)

RQ

Q-space Inverse Variance or QIV is defined as the reciprocal of the QMSD. It allows identifying
tissue regions with different diffusion profiles, such as tumors, demyelination or lesions (Fick

et al., 2016b; Wu et al., 2008).
QIV = QMSD ! (2.31)

Propagator Anisotropy or PA measures how similar the propagator is to its isotropic version.

Developed by Ozarslan et al. (2013), it represents a generalization of the FA but, similarly to
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the return probabilities, is independent from fiber architecture. It is defined as:
PAzzv(ﬁnGon), (2.32)

which, by means of the Parseval theorem, can be expressed as the distance from F(q) to its

closest isotropic counterpart O(q). The angular distance between the two vectors is defined

as:
(E(q),0(a))

cosOpo = T~ (2.33)
IE(@)[O(a)ll

and (1, €) is a contrast enhancement function to project the PA onto a range of [0, 1].
7535
= = 2. 4
%m)l_%+wa (2.34)

with € = 0.4.

PA has shown great potential in clinical studies, from the assessment of longitudinal changes
within subjects (Avram et al., 2016), to characterization of impairment in cognition after TBI
(Kraus et al., 2007) or social cognition in autism (Barnea-Goraly et al., 2004), and even on

the age-dependent neuronal demise in transgenic Alzheimer’s rats (Fick et al., 2017).

Non-Gaussianity or NG (Ozarslan et al., 2013) measures the similarity between the propagator
and its Gaussian version G(q). Thus, NG stands out as a generalizability of the diffusion

kurtosis. Similarly to PA, it is defined as:

b — 1 ({B@.Gla) \?
NG = "EO‘\/l <||E<q>|||G<q>||>’ (2.35)

where the trigonometric identity has been used in the second equality.

Even though its clinical applicability has not been as extensively assessed as PA, NG has
been shown promising results in differentiating grade II from grade III and IV gliomas (Wang
et al., 2021a) important in preosurgical evaluation of tumour pathological grading, in axonal
loss and demyelination (Song et al., 2005), as well as head and neck cancer (Jansen et al.,
2010; Yuan et al., 2014).

Biophysical metrics

Biophysical metrics describe the environment in which diffusion happens. Given the limita-
tion of resolution in dMRI (i.e., around the mm), together with the size of microstructural
features in the brain (i.e., around the pm), it is not possible to obtain direct measurements

of individual microstructural elements.

For this reason, and similar to other metrics, biophysical metrics aim at depicting the overall
contributions of all microstructural components to the diffusion phenomena, characterizing a

voxel-size average estimation of the microstructure.

Intra-cellular signal fraction f represents the signal fraction that is assumed to come from
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molecules diffusing within cellular bodies. Within the brain, abnormal values of f are related
to more (or less) intra-cellular spaces which, for example, have been linked to axonal loss
(Fieremans et al., 2012).

Longitudinal intra-cellular diffusivity D, depicts the diffusivity that is permitted along
the axons or other intra-cellular bodies. In the WM, it has been linked to the abnormal
diffusivity along the axons, which has been proven to be caused by, for example, swellings
or enlargements along the axon shaft (i.e., beading, Budde and Frank, 2010), as well as by

inflammation and oedema (Unterberg et al., 2004).

Extra-cellular parallel diffusivity D! denotes the diffusivity of molecules parallel to the
cellular bodies (i.e., parallel to the axon shafts, in WM). It has been proven to be related to

inflammation and edema (Unterberg et al., 2004).

Extra-cellular perpendicular diffusivity D refers to the diffusivity of molecules perpendicular
to the cellular membranes. In the WM, it portrays the transverse diffusivity across myelinated
axons, which has been proven to be affected by processes such as demyelination (Fieremans
et al., 2012; Jelescu et al., 2016b) and inflammation and edema (Unterberg et al., 2004).

2.4.3 Phenomenological Models

As already introduced, phenomenological models aim at representing diffusion processes by means
of the simpler representation of diffusion phenomena. By projecting the signal onto a frame, and

estimating mathematical objects like the EAP, features from the diffusion can be elucidated.

Contrary to popular belief, neither DTI nor DKI are biophysical models: They do not assume
Gaussian, or a kurtosis-like deviation from Gaussian diffusion. Rather they just capture the
lower orders of the Taylor expansion of the logarithmic diffusion signal (Novikov et al., 2018a).
While DTI captures only the first cumulant (second order moment), DKI adds the deviation from

Gaussianity—i.e., kurtosis—from the second cumulant (fourth order moment).
In(S(b)) = In(bS(0)) — bD + b*C — ... (2.36)

In what follows, state-of-the-art phenomenological models are listed and sorted by their DOF
number, as shown in Fig. 2.8. These models range from simpler to more complex representations.
The simplest models require less data and computational resources and thus yield fast and efficient
metrics that may lack generalizability or accuracy. In contrast, the most complex models aim
to describe intricate EAP interpretations, which necessitate a larger dataset for reliable results,

and hence the use of more computational resources.

Apart from the classification shown in Fig. 2.8, phenomenological models typically fall into
one of the following categories: (1) HARDI-based models, (2) spherical deconvolution models,
(3) Fourier-based models, and (4) basis function projection models. HARDI-based models focus on
acquiring and analyzing diffusion signals sampled on a single shell, emphasizing angular resolution.

Spherical deconvolution models leverage the convolutional relationship between the diffusion
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signal and the ODF, assuming a single-fiber response function. Fourier-based models rely on the
Fourier relationship between the diffusion signal and the EAP (see Eq. 2.16), either by directly
acquiring, or interpolating into, a densely populated Cartesian sampling of g-space. Finally, basis
function models project the signal onto a predefined set of analytical basis functions, which facilitate
estimation, manipulation, and interpretation of the signal and its derived quantities. In the context
of this work, the selected phenomenological models are representative of each of these categories:
AMURA falls under HARDI-based models, MiSFIT represents spherical deconvolution models,
MAP-MRI belongs to basis function projection models, and DSI exemplifies Fourier-based models.

The description of each model is organized according to the following domains:

1. Diffusion model: The main mathematical description of the model for the interpretation

of the signal, together with the assumptions and requirements to be met.

2. Numerical Implementation: The mathematical and computational implementation of

the theorized model from the acquired data.

3. Derivation of common biomarkers: The estimation of the most common metrics from

the implemented model.

4. Advantages, limitations, and applicability: A brief explanation on the advantages and
limitations of the model, together with the main applications of the model in the literature,

and its relevance.

AMURA

Diffusion model. The accurate estimation of the EAP requires a full sampling of the g-space
so that the Fourier transform from the attenuation signal to the propagator (Eq. (2.16)) is well
defined on all its domain. While denser acquisitions are possible, they critically increase the
scanning time in settings that might already be time-restricted, inducing patient discomfort, as well
as prompting the appearance of artifacts due to subject movement. Considering this, the Apparent
Measures Using Reduced Acquisitions (AMURA; Aja-Fernandez et al., 2020) aims at computing
scalar indices similar to those of the state-of-the-art EAP-based models, but taking advantage
of modest acquisitions that are available in all said environments. Thus, AMURA does not seek
to accurately characterize the full EAP, but rather to obtain a mathematical description of the

propagator’s moments that have been deemed to be sensitive to diffusion processes and pathologies.

By surrendering to single-shell acquisitions, the mono-exponential decay assumption has
to be adopted. Similarly, by assuming that diffusivity on the radial domain is independent
from the anisotropy, AMURA arrives at closed-form expressions of scalar maps that do not

require extensive sampling of the g-space.

AMURA begins with a generalization of the DT: the Diffusion Orientation Transform (DOT),
introduced earlier by Ozarslan et al. (2005) and Ozarslan et al. (2006). The DOT describes
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Figure 2.8: Classification of phenomenological models. Different implementations of the diffusion
propagator formalism can be classified by the number of diffusion-weighted samples they require. Diffusion
Tensor Imaging (DTT) is suitable for low angular resolution acquisitions and does not aim to reconstruct
the radial structure of the diffusion propagator. With the advent of faster acquisition sequences, more
angular samples became available, giving rise to High Angular Resolution Diffusion Imaging (HARDI;
Tuch et al., 1999) and associated models such as High Angular ADC (HAADC; Frank, 2002; Alexander
et al., 2002; Tuch, 2002), Q-Ball Imaging (QBI; Tuch, 2004), Spherical Deconvolution (SD; Tournier
et al., 2004), and Diffusion Orientation Transform (DOT; Ozarslan et al., 2005; Ozarslan et al., 2006).
Independently, the use of stronger diffusion gradients and the growing interest in the radial structure of
the propagator led to models such as Diffusion Kurtosis Imaging (DKI; Jensen et al., 2005) and SHORE
(Simple Harmonic Oscillator-based Reconstruction and Estimation; Ozarslan et al., 2009). The intersection
of these two approaches result in models that leverage both radial and angular resolution. Models marked
with an asterisk are those explored throughout this thesis.

the attenuation signal of diffusion as:
E(q) = exp(=b- D(q)), (2.37)

where D(q) = D(q,0,) is the Apparent Diffusion Coefficient (ADC).

AMURA does not intend to further develop on the estimated EAP. Instead, its contribution
entails the computation of the scalar maps of RTOP, RTAP and RTPP. The assumption of
independency between radial diffusivity and anisotropy results in the ADC being independent

from the radial domain. Which results in:
D(aq) = D(9, ) — E(a) = exp (=b- D(0,¢)). (2.38)

Biomarkers derivation. This pragmatic approach allows the return probabilities to be derived

from Egs. (2.20), (2.21) and (2.22) to an analytical solution independent from the g-space sam-
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plings:
1 7 1
RTOP = Y /S St (2.39)
RTAP = ! /27r ! (2.40)
©2-4m21 Jo  D(9)de"’ ’
T 1

Since the mono-exponential assumption in Eq. (2.37) only holds for a limited b-value range—i.e.
around b = 2000 s/mm? up to b = 3000 s/mm? in the mammalian brain (Assaf and Basser, 2005;
Jensen et al., 2005)—the diffusion features are said to be apparent. The theorized metrics, thus,

will only reflect the apparent behavior of diffusion for a selected shell.

Numerical Implementation. Regarding the numerical implementation, Aja-Ferniandez et al.
(2020) make use of the SH expansions and their useful property relating the integral of a signal
g(0, ) over the surface of the unit sphere S to the first SH coefficient:

{96, 9)} = J%/Sg(@,w)dS, (2.42)
so that,

_ 1 0 —3/2
Also, they make use of the Funk-Radon Transform G of D(#')~! evaluated at the direction of
maximum diffusion rg, equivalent to computing the line integral in Eq. (2.40) along the equator

perpendicular to that direction of maximum diffusion(Tuch, 2004).

1 1

Finally, RTPP makes use of the regularized projection of D(f, ) onto the SH, Dsu (0, ¢):

1 1
RTPP = (2.45)

VArT \/Dsu(ro)

In their work Generalized AMURA, Aja-Ferndndez et al. (2022) extended the framework so
that general moments of the diffusion signal can be estimated. These moments describe properties
of the diffusion process with higher accuracy and allow their contrast enhancement. Figures 2.10

and 2.11 show an example of EAP-based moments computed by MiSFIT model.

Advantages, limitations and applicability. AMURA exploits the difficulty for clinical
environments for acquiring large data sets, and focuses on computing scalar indices from usual

(and reduced) q-samplings, tackling the main limitations for this kind of long acquisitions.

Despite its recent introduction, the metrics derived from the AMURA framework have
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already been proved to be sensitive to chronic vs. episodic migraine (Planchuelo-Gémez et al.,
2020; Martin-Martin et al., 2023), and exhibit lower dependency on sample size than DTI
(Martin-Martin et al., 2023).

MIiSFIT

Diffusion model. The Micro-Structure adaptive convolution kernels and dual Fourier Inte-
gral Transforms (MiSFIT, Tristdn-Vega and Aja-Fernandez, 2021) takes advantage of shelled
acquisitions to compute scalar indices that are proven to be more computationally efficient
and reliable than de facto standards like MAPL, while also critically reducing the processing
time. MiSFIT is defined by a semi-parametric approach, encompassing a fully non-parametric
ODF @® convoluted to an adaptive and parametric microstructural kernel. Said kernel describes
the radial behavior of diffusion, and is parameterized by up to three variables: longitudinal
diffusivity A|, transverse diffusivity A1, and non-free-water signal fraction f. The attenuation
signal obtained is, therefore, defined as a spherical convolution of the adaptive Gaussian kernel

to with the orientations histogram:
E(q) = //S ®(n)exp (—b(g"n)(Aj — AL) + ) dn, (2.46)

where § = {n € R® : |n|| = 1}.

Numerical Implementation. While MiSFIT is intended to work with multi-shell samplings,
it might be used with single-shells provided that A, is assumed to be 0. In this case, the
longitudinal A| is inferred from the spherical average of the signal E. Also, if more than two
shells are acquired, the model allows to refine the representation by adding a third parameter

that portrays the signal fraction of free-diffusing component, so that:

E(q) = (1 — f)exp(=bDis,) + fE(q). (2.47)

The schematic shown in Fig. 2.9 describes the workflow in MiSFIT framework. In a nutshell,
the Ny different shells acquired as the composite attenuation signal .F(q) are projected onto SH,
and the spherical means (SM, i.e. the 0-th coefficient of the SH expansion, see Section 2.3.3) of
each shell .E(g;) are computed. By solving a least squares (LS) problem, both the microstructural
kernel parameters (f,\|, A.) and the ODF ®(r) are fit to the N, shells’ SM, and to the SH
coefficients of the non-composite signal E(q), respectively. As both the microstructural kernel
and the ODF fully describe the EAP, moments can then be computed.

Biomarkers derivation. As in previous models, the EAP information has to be condensed
into scalar indices for the interpretability of the captured diffusion processes. MiSFIT generalizes
the return probabilities described in Section 2.4.2 as moments in the R or q domains. In doing

so, it classifies moments in three categories:
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Figure 2.9: MiSFIT computational analysis workflow. The SM .FE(||q||) at each shell is derived
from the composite signal .E(q), and together they are fit to a LS problem so that the microstructural
kernel and the ODF can be derived. Once the parameters are obtained, the computation of moments rely
on numerical implementations.

Full moments: Those obtained by full integration of the whole 3D space (in either domain).

v~ [[] i = = [[[ wr 9

Axial moments: Those obtained by integrating along a line of direction uy.

oo

Ti(en) - | " Blago)dq <= v¥(x0) = | rertmgir (2.49)

—00 —00

Planar moments: Those obtained by integrating over a surface of the plane perpendicular to a

certain direction ug. The origin must be contained within the plane.

7(80) // E(qg)dqu <= vy (ro) // RYP(Rr)dRr (2.50)
qugo Rrlrg

From these representations, not only the most common metrics can be derived (i.e. MSD = v?,
qMSD = T2, RTOP = Y°, RTAP = Y9 (u)) = v)(u)), and RTPP = YJ(u;) = vh(u))) but also
other moments of both the propagator and the signal can be computed. Similar to AMURA, the
generalization of propagator and g-space signal moments allow the enhancement of contrast from

different diffusion properties captured by multi-shell acquisitions (see Figs. 2.10 and 2.11).

Advantages, limitations and applicability. One of the main limitations of MiSFIT with
respect to other phenomenological models is the need of acquiring shelled (spherical) q-space
samplings. Also, while theoretically a single-shell would suffice, results would rely on the validity
of assuming A; = 0. Other limitations include those derived from the projection onto SH, which

by definition can crop higher frequencies of the EAP.

Despite being a novel contribution, the fast and efficient computation of moments derived from
MiSFIT has been found to be useful in ischemic stroke patients: not only metrics correlate with

microstructural changes resulting from acute ischemic stroke (Diamandi et al., 2025a), but also



44 2.4. Phenomenological vs. Biophysical Modeling
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Figure 2.10: MiIiSFIT Q-space Signal Moments. Different order moments of the g-space signal
derived from MiSFIT. Each moment is scaled according to its 25 and 75 quantiles. Noticeably, different
orders result in distinct contrasts in cerebral tissues.

have been proven to be linked to functional outcomes from such patients (Diamandi et al., 2025b).

MAP-MRI

Diffusion model. Following the introduction of the one dimension Simple Harmonic Oscillator
Reconstruction and Estimation (SHORE, Koay and Basser, 2008), Ozarslan et al. introduced
its 3D counterpart in 2009 (3D-SHORE, Ozarslan et al., 2009). This first 3D generalization,
however, modeled the diffusion with the same scalar parameter in all directions, thus labeling the
diffusion isotropic. To overcome this limitation, Ozarslan et al. (2013) implemented MAP-MRI, a
framework that follows the same principles but generalizes the scaling to a tensorial form, allowing

for a more accurate description of anisotropic diffusion processes.

MAP-MRI aims at projecting the diffusion signal onto a basis whose functions are eigenvectors

of the Fourier transform, so that the propagator and the diffusion signal share the same coefficients:
E(q) =Y ¢®n,(q) — Pla) =Y ;¥ (q), (2.51)

where ¥ = F~1{®}, and ¢ = {¢;} are the basis coefficients. The basis functions stem from the
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Figure 2.11: MiSFIT Propagator Moments. Visualization of various propagator moments derived
from MiSFIT. Each moment is individually scaled to its 25th and 75th percentiles for contrast enhancement.
Distinct moment orders reveal complementary contrasts across different cerebral tissue types.

eigenfunctions of the simple harmonic oscillator (SHO) Hamiltonian—also known as Hermite
functions. The SHO Hamiltonian is a quantum mechanical operator that describes systems
facing simple harmonic motion, such as the one molecules undergo in vibration (McQuarrie and
Simon, 1997). By doing so, MAP-MRI mimics previous works in statistics (Schwartz, 1967),
and expands g-space signal data onto Hermite functions, which has been shown to rapidly
converge in both Fourier and real spaces. For the 1-dimensional case, the basis functions in

g-space are thus defined as follows:
a (2.52)

where H,(z) is the Hermite polynomial. The choice of u relies on the signal decay rate
u = /2Dty, which ensures rapid convergence of the series. Note that, with this choice, the
g-space signal in Eq. (2.51) is the Stejskal-Tanner formula followed by a series of cumulants

describing higher order terms.

In 3D MAP-MRI, the signal is represented as a linear combination of basis functions that
are separable along three orthogonal directions. These basis functions are constructed as the
product of one-dimensional Hermite-like functions, denoted as @, (z')®,, (v )Py, (2), where
{n1,n9,n3} are integer indices defining the order along each axis. The axes a’, 3/, 2’ are not
fixed in space but are defined per voxel by the eigenvectors of the diffusion tensor estimated

from the same signal. This voxel-wise diagonalization of the diffusion tensor defines a local
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reference frame aligned with the principal directions of diffusion, which often coincide with
underlying anatomical features such as fiber bundles. By expressing the signal in this “anatomically”
informed frame, the basis functions become directionally adapted to the local diffusion structure.

Generalizing Eq. (2.51) for the 3D case results in:

Nmax

E(q) = Z Z Anynong Pningng (Aa q) (253)

N=0 {nl,ng,ng,}

where an,nyns = Gninans/S(0), A = 2Dt, is a symmetric, positive-definite, rank-2 tensor that
accounts for the spring’s stiffness and coupling, as well as its anisotropy (Ozarslan et al., 2013),
revealing the relationship of MAP-MRI basis with the diffusion tensor D; and

Nmax

SO)=>"" > GninnsBrinans: (2.54)

N=0 {nl,nz,ng}

with
vV n1! n2! ’I’Lg!

TL1” TLQ” ’I’L3”7

(2.55)

Bn1n2n3 = Fn1ﬂ2’ﬂ3

where 'y n,ns = 1 if n1, ng, ng are all even, and 0 otherwise.

As previously mentioned, when ny = ny = ng = 0, the basis function reduces to the zeroth-
order term, since Hy = 1. In this case, MAP-MRI matches the diffusion tensor approximation
within a rotated anatomical frame where the axes z’, y’, 2’ are aligned with the principal diffusion
directions. This term alone captures the Gaussian approximation of diffusion, while higher-order

terms progressively encode non-Gaussian features of the displacement distribution.

Numerical Implementation: MAPL. Developed upon MAP-MRI, Fick et al. (2016a)
proposed MAPL, a Laplacian-regularized MAP-MRI that imposes certain smoothness in the
estimated EAP so that estimates are more robust. This allows MAPL to work with less samples
and at lower b-values, and achieves a notably proficient EAP reconstruction even with subsampled

data. In this formulation, the coefficients in Eq. (2.51) are found by minimizing
c=arg mcin ly — Qc||?> + AaU(c) (2.56)
where Aa weights the Laplacian regularization functional
Ute) = [ IAE ()| dq (2.57)

with AE.(q) = ), ciA®y,(q) being the Laplacian of the reconstructed signal. This formu-

lation has a unique minimum:

c=(Q"Q+ aU) "' Q"y. (2.58)

Furthermore, to find the optimal regularization weights Aa, the Generalized Cross Validation (GCV)



2. Background 47

is used

_ly =l
GOVOANY) = § sy TSy (2.59)

where Tr stands for trace, Sy = Q(QTQ + A\U)'Q7T and y, = S,y.

From a numerical perspective, MAPL can also be formulated as a quadratic programming
(QP) problem. Specifically, it is posed as a linear least-squares optimization with linear inequality
constraints and a single equality constraint. The goal is to minimize the error between the
measured diffusion signal and its reconstruction using MAP-MRI basis functions, while ensuring
(constraining) that the estimated EAP integrates to one—a requirement for any valid probability
density function. Additionally, non-negativity constraints are often imposed on the EAP at a

discrete set of spatial locations to improve physical plausibility.

A more stringent variant of this approach, known as the strictly positive MAP-MRI, was
proposed by Dela Haije et al. (2020). This formulation casts the problem as a semi-definite
programming (SDP) task, where the EAP is constrained to remain strictly positive throughout
its domain by enforcing the positive semi-definiteness of a matrix constructed from the MAP
coefficients. Though computationally more demanding, this formulation provides enhanced
robustness—particularly under noisy acquisition or reduced angular sampling—by guaranteeing

global positivity of the propagator.

Given the theoretical framework in which the MAP models are derived, both MAPL and
its predecessor MAP-MRI can compute EAP-derived microstructural metrics independently of
the specific g-space acquisition scheme. However, high b-values remain essential to accurately

capture fine features of brain tissue microstructure.

Biomarkers derivation. Once the EAP has been reconstructed, the moments can be derived
with greater or lesser complexity. Given the basis upon which MAPL is built, in which the
coefficients are estimated in a reference frame determined by the anatomy, the estimation of
the return probabilities from MAPL coefficients is trivial. RTOP is the integral of the signal
over all R3, RTAP is the integral of the P(0,y,2) over the yz-plane, and RTPP is the integral
of P(x,0,0) over the z-axis (Ozarslan et al., 2013).

Nmax

RTOP - 3 Z Z anl’ngng Bn1n2n37 (260)
\/m N=0 ni,n2,n3
1 NI[IZLX
RTAP = 27ruyuz Z (71)(n2+n3)/2an1n2naBn1n2nga (261)

N=0 ni1,n2,n3

Nmax

RTPP = \/7114 Z Z n1/2an1nzn3Bn1n2n3- (2.62)
T N=0 ni,n2,n3

Similarly, due to the fact that the first coefficient of the MAPL series is built as the closest
Gaussian profile to the EAP, the NG is easily derived as the angular distance between said
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first coefficient to the whole signal:

4000
Niaw
(ZN:O Z{m ,n2,m3} a‘%l 77127”3)1/2

NG = sinfgo where cosfgo = (2.63)

The PA, on the other hand, results in complex and time-consuming computations due to the fact

that the isotropic equivalent’s coefficients have to be fully recalculated from the anisotropic ones.

Advantages, limitations and applicability. The powerful properties of MAPL framework
make of this model one of the most used EAP imaging tools in the neuroscientific community.
For example, its capability to reconstruct the EAP with no assumptions over the diffusion
in tissues can be beneficial in testing pathologies, where theoretical biophysical assumptions
might not hold (Lampinen et al., 2019; Palmqvist et al., 2020). However, it is only fair to
point out its limitations: its time-expensive nature. The fitting of the basis functions, together
with the generalized-cross-validation (GCV)-derived Laplacian regularization and the positivity
constraints result in overwhelming computational complexities, which in turn translates in
processing times that are unfeasible in clinical practice (Paris et al., 2023a). Part of this is
tackled in a recent Matlab implementation (Tristin-Vega, A. and Aja-Fernandez, S. and Paris,
G., 2022), similar to (Paris et al., 2023b).

MAP-MRI, with over 400 citations, together with MAPL, with around 120, have demonstrated
to be powerful frameworks to disentangle the propagator from the diffusion signal, as well as to
compute metrics that are linked to brain’s microstructural changes. For this, together with their
implementation into the DIPY package (Garyfallidis et al., 2014), they are currently considered
to be the de facto standard in EAP imaging. Their derived metrics have been proved useful
in both clinical and research settings: in glioma differential diagnostic (Wang et al., 2021a),
and genotyping (Gao et al., 2022), sensitive on microstructural changes in AD (Spotorno et al.,
2022) or more sensitive to age effect in neurodevelopment characterization (Pines et al., 2020),

sensitive to sleep disorders (Orzsik et al., 2023), etc.

DSI

Diffusion model. Diffusion Spectrum Imaging (DSI; Wedeen et al., 2000, 2005) takes advantage
of the mathematical definition of the propagator in Eq. (2.16). The framework aims at directly
estimating the propagator by exploiting a Cartesian grid g-space acquisition, so that the propagator
is efficiently computed by means of a Fast Fourier Transform (FFT). The use of Cartesian
lattice minimizes aliasing effects, and makes it possible to avoid the use of non-uniform Fourier
techniques (NUFFT) which are computationally expensive and less stable. The result is a

fully non-parametric EAP characterization.

Numerical Implementation: HYDI-DSI-QP. The main limitation of the DSI framework
is the extensive g-space acquisition required for an accurate propagator estimation, typically
consisting of approximately 200 samples. Recent contributions addressed this limitation by
developing on interpolation techniques to locally map the diffusion signal onto Cartesian grids

from spherical or sparse acquisitions (Wu and Alexander, 2007; Ozarslan et al., 2013; Setsompop
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et al., 2013; Ning et al., 2015; Sjolund et al., 2016; Tobisch et al., 2018). Ultimately, this
enables the non-parametric characterization of the EAP from shorter acquisitions, albeit with the
inherent limitations of interpolation techniques: loss of high frequency information, introduction

of biases and artifacts, etc.

One of the proposed alternatives to DSI is Hybrid Diffusion Imaging (HYDI; Alexander et al.,
2006; Wu and Alexander, 2007), which builds upon a series of scientific contributions. First,
HYDI is a dMRI framework designed to characterize complex diffusion patterns by leveraging a
multi-shell acquisition strategy. It separates inner shells—where diffusion is assumed to follow
a Gaussian distribution—from outer shells—where non-Gaussian diffusion is captured. HYDI
employs the DTI model for inner shells and HARDI for outer ones, taking advantage of the
higher angular resolution of the latter. Additionally, HYDI incorporates HYDI-DSI, which re-grids
and interpolates the spherical sampling of the full g-space onto a Cartesian lattice, so that DSI
can be estimated from it. In the original work by Alexander et al. (2006), this regridding is
performed using trilinear interpolation of the raw q-space data, followed by the estimation of

the displacement spectrum for each voxel via a 3D FFT.

Despite its proved clinical applicability in characterizing TBI (Wu et al., 2018), AD (Daianu
et al., 2015), or gender and age-related changes (Ouyang et al., 2021), HYDI-DSI is not free from
certain limitations. For example, the framework assumes that the EAP is compact supported
(i.e., it is zero outside the acquired bandwidth), which directly depends on the maximum b-
value acquired. Also, the framework suggests specific g-space acquisitions (evenly spaced shells)
so that interpolation does not use some samples more than others. Furthermore, positivity
constraints, which have been proved to be meaningful in AMRI (Dela Haije et al., 2020; Herberthson

et al., 2021) cannot be ensured.

HYDI-DSI-QP (Tristan-Vega et al., 2023) reformulates the original HYDI-DSI idea by means
of a Fourier Transform encoding matrix that eliminates the need of g-space regridding, while
maintaining the non-parametric nature of the EAP estimation. With this approach, not only unit-
mass, but also positivity constraints can be enforced in the solution. Also, the return probabilities
(see Section 2.4.2) can be computed without the need for more regridding. Figure 2.12 shows

the comparison between the original HYDI-DSI workflow and the proposed one.

First, the encoding matrix is built for each voxel according to a DTI estimation using only
b < 2000 mm?/s. This step involves the computation of the parameters in Eq. (2.7) (i.e., A
and Q). The vectors contained in Q are used to align the Cartesian lattice to the principal
directions of the D: With a change of variable R’ = QTR = R = QR/, the direction of maximum

diffusion is aligned to the ‘z’ axis of the Cartesian grid.

Eq(d) = E(Qq') (2.64)

Second, by assuming that the attenuated signal is compact supported—i.e. it vanishes

outside the range of study €—the shifted versions of Eq(q’) can be arranged to form a periodic
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ORIGINAL METHOD (Alexander et al., 2006)
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PROPOSED METHOD (Tristan-Vega et al., 2023)

Figure 2.12: HYDI-DSI workflow comparison. In the original work, the attenuation signal in
g-space is regridded and interpolated onto a Cartesian lattice, which then enables a direct characterization
of the EAP via DFT. In the proposed work, a tensor is fit to the diffusion-weighted signal and then used
to create the encoding matrix. By doing this, the EAP can be characterized by means of a QP problem.
Moments in red represent those that must be estimated by means of numerical interpolation.

signal in the three coordinates [g,qy,q:]":
Eo(d) = Eq(@)V & € {Gu: dy> -} (2.65)
so that,
Qu = qu — Qu [%_Q%/T‘ Vue{zy,z} (2.66)

By further assuming EQ(q’ ) has finite power (i.e., it can be written in terms of Fourier
series expansion; Oppenheim et al., 1997), and is both real and exhibits antipodal symmetry,

a cosine series can be used:

o0 o0 [ee)

~ 1
Eod)=g D > D Po(Ri.)cos(2rd Ry ,). (2:67)

k=—o00 l=—00 m=—00

Since the available g-space samples N; are limited, in practice the Fourier series expansion

will be cropped, so that:

Nz Ny Nz

1
Bold)~g > > > Pa(iy.)cos 2ma Ry,,), (2.68)
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where N, N, and N, are chosen to fully cover the entire z, y, and z axes with evenly spaced
samples at each 1/Q,, 1/Qy, and 1/Q.. The higher the N, N,, and N, the fewer samples
that will be discarded by the compact support assumption. However, it must balance N; =
(2N, +1)(2N, +1)(2N, + 1), which should be similar to N; for well-posedness sake. This previous
restriction is relaxed once taken into account the antipodal symmetry of the propagator, which

lowers the DOF number to estimate to n = (N; + 1)/2, or add a regularization term.

From Eq. (2.68), the encoding matrix is defined as the relationship between the N; x n vector

of measurements E with the n x 1 vector of unknowns P, so that:

E~FP:|[F],; = %cos (27q/"R)) (2.69)

All in all, resulting in a Quadratic Programming (QP) problem that is defined as:
1 A
min 5HE ~FP|* + 5||£P||2 st. P>0and fiP =0, (2.70)

where Q@ = Q.Q,Q:, Ry, = [k/Qx,1/Qy,m/Q.]T, and the regularization term %||£P||2
(with A > 0 a small positive constant and £ some linear operator) is proposed resorting to
a Laplacian penalty to promote smoothness over the solution (Descoteaux et al., 2007; Caruyer
and Deriche, 2012; Fick et al., 2016a).

Biomarkers derivation. The derived metrics such as the return probabilities and MSD

can be computed from Eq. (2.68):

RTOP = P(0) (2.71)
1 4E
RTAP =~ o (PQ(O) +2)° PQ(RIO’Oym)> (2.72)
z m=1
N, Ny N,
RTPP ~ Po(0) +2 Po(R'k10) +2)  Po(R'k00) (2.73)
Ty k=—N, I=1 k=1
9 Ng N, Ny
MSD =~ & (Z Po(R'00) IR kool + D D" Po(R'ki0) IR kol *+
k=1 k=—N, I=1

N, Ny N,
+ 2 > ZPQ(R/k’l,m)||R’k,l’ml2>- (2.74)

k=—N, l=—N, m=1

Advantages, limitations and applicability. HYDI-DSI-QP is able to estimate fully non-
parametric and unit-mass constrained EAP from arbitrary g-space samplings. The framework
offers a series of advantages when compared to the previous implementation, from more robust
characterization of the EAP indices, to the time-efficiency derived from replacing the regridding
and linear interpolation of HYDI-DSI to the Laplacian-regularized optimization problem. Also, it

allows the possibility of enforcing positiveness, which is not feasible in interpolation-based methods,
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and that comes forth as a non-negligible problem in common WM structures (Dela Haije et al.,
2020). All in all, HYDI-DSI-QP is proven to achieve comparable, if not better, results than those
of MAPL, even in terms of repeatability and reliability (see Section 5). It is only fair to notice
that avoiding the interpolation in g-space yields to the introduction of two parameters: bandwidth
selection p, related to the maximum b-value that will be sampled, and Laplacian penalty weighting
A, which were not present in the original HYDI. These two parameters, nonetheless, are proven

to be stable and can be fixed regardless of the g-space sampling used.

The recently introduced HYDI has not been extensively tested yet in clinical group studies.
Nevertheless, the performed experiments carried out within this thesis show the potential of this
framework (see Section 5). The high number of DOF through its fully-non-parametric nature results
in a flexible method that can adapt to all kinds of propagators. Recent studies have employed
HYDI-DSI-QP in the heart and obtained promising results Rodriguez-Galvan et al. (2023).

2.4.4 Biophysical Models

As previously mentioned, biophysical modeling aims at bridging this gap by representing the
diffusion signal as originated from multiple tissue compartments, each with different microstructural

or biophysical properties.

The NODDI Model

Before diving into the Standard Model, it will be useful to briefly introduce the Neurite Orientation
Dispersion and Density Imaging (NODDI, Zhang et al., 2012), as it is used in one of the
contributions. NODDI is a biophysical model that represents the brain tissue as a mixture
of intra-neurite, extra-neurite and isotropic compartments. From this framework, it allows the
estimation microstructural indices such as the neurite density index (NDI), and the orientation

dispersion index (ODI), together with the isotropic volume fraction.

While NODDI provides biophysically interpretable information, it ultimately relies on several
assumptions that limit its ability to capture the full complexity of the diffusion signal. These
assumptions consist on the non-exchanging nature of the compartments, the fixed intra-neurite

diffusivity, or the attribution of isotropic diffusion to free water (CSF), among others.

The Standard Model

The Standard Model of Diffusion Imaging (SMI, Novikov et al., 2018b) has been recently proposed
as the overarching picture drawn from previously developed biophysical models: Jespersen et al.
(2007); Assaf et al. (2004); Zhang et al. (2012); Setsompop et al. (2013); Jelescu et al. (2016b). In
turn, these models follow as special cases. As biophysical models, their main goal is to elucidate

the microstructural origins of the diffusion behavior portrayed in the diffusion signal.

The diffusion-weighted signal S(q), acquired for a diffusion gradient q with magnitude ||q|| =b
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and direction Zq = g, can be modeled as:

S(q) = / /S (n)K(q)dn = (® ® K) (q), (2.75)

where ®(n) is the normalized fODF and K the signal response microstructural kernel of a fascicle
aligned to the direction n (Jespersen et al., 2007). To ease subsequent formulations, (Novikov
et al., 2018b) normalize dn = % so that [dn = 1. This general form, where the measured
signal is modeled as the convolution of a microscopic kernel with an ODF, is also the basis of
MiSFIT (see Eq. 2.46); however, while SMI imposes explicit biophysical constraints on the kernel

parameters, MiSFIT models the kernel phenomenologically.

With this, SMI often parameterizes the kernel as:
K(b, ) = S(0) (=P 4 (1= fletPe —HPI=DOE), (2.76)

where ¢ = g”'n depicts the relative angle between gradient direction and the fascicle, i.e. cosf =
g”n. The kernel parameters have direct link to the biophysical environment of the voxel. As
shown in Fig. 2.13, they are defined as intracellular signal fraction f, longitudinal intracellular
diffusivity D,, extracellular parallel diffusivity D! and extracellular perpendicular diffusivity Dt.

Notice that intracellular perpendicular diffusivity is assumed to be 0 (Veraart et al., 2018).

Note the similarity between the previous equations and MiSFIT’s formulation in Eq. (2.46). In
fact, MiSFIT can be interpreted as a particular case of the more general SMI framework, where the
microstructural kernel is not a mixture of multiple components, but rather a single, non-degenerate
Gaussian—i.e., a 3D Gaussian with full covariance and nonzero diffusivity along all directions.
However, while the mathematical structure of MiSFIT’s formulation resembles that of SMI, it is
important to stress that the two approaches differ in their modeling philosophy. MiSFIT adopts a
phenomenological perspective, using a fixed Gaussian kernel purely to improve signal representation
without directly interpreting it in biophysical terms. In contrast, SMI is a biophysical model
explicitly designed to infer tissue microstructure by modeling the signal as arising from a mixture
of restricted and hindered compartments. Therefore, despite the formal similarity, the two models

serve different purposes and make different assumptions about the origin of the diffusion signal.

Following the parametrization of the f{ODF in the SH basis p]”, Eq. (2.75) can be rewritten as:

0o [e's) l
S@= Y > SOy =) > p'Kbe)Y"(e), (2.77)
1=0, m=—1I 1=0, m=—1
l even l even

where K is the projection of the response kernel in Eq. (2.76) onto the Legendre Polynomials
for a given set of microstructural parameters © = {f, D, D.! , D1}, as per Funk-Hecke’s Theorem
(Hobson, 2012). Y;™ are the SH basis functions (c¢f. Section 2.3.3). In order to further reduce
the complexity of the fitting problem, Novikov et al. (2018b) proposes the use of rotational

invariant features derived from the spherical harmonics representation (RISH) to lower the
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Figure 2.13: SMI diagram. On the left, the diffusion in the scanned voxel is assumed to be caused by
microstructure consisting of, at least, 4 parameters: f, D,, D(Ll, and DZ. On the right, SMI models the
signal from the voxel as contributions of fiber segments according to the ODF.

dimensionality of the signal:

Sp(b) = pi" K (b, 9), (2.78)
so that,

Si(b) = piKi(b, 8), (2.79)

where p; = N% an:_l Ip/*|2. Note that, for [ = 0, the number of parameters to estimate is 4 (the
microstructural parameters in the response kernel); whereas for | > 2 additional p; have to be esti-

mated.

The projection of the signal on its RISH features provides a low-dimensional, rotation-invariant
representation of the signal, which eases the fitting procedure. The parameters 0 are oftentimes
estimated via a linear least squares (LLS) fitting problem, resulting in:

R Ny Loy 9
0 —argminy_ Y — ’Sl(bj) — pK(0,0)] (2.80)
j=1 1=0, U
l even
where b; is the b-value for the j-th shell (among the NV, shells), L is the maximum SH degree onto
which the signal is projected, and oy; ~ (2141) /N, weights to compensate for the heteroscedasticity,
with Ny being the number of diffusion gradients in the j-th shell (Novikov et al., 2018b). The

parameters maps derived from SMI can be seen in Fig. 2.14.

It is important to note, however, that SMI does not inherently require the use of RISH features
or LLS-based fittings. Alternative estimation strategies, such as conditional least squares (CLS)
or maximum likelihood estimation (MLE), can also be used within the SMI framework. Each
approach, however, brings its own challenges, particularly related to the signal distribution and

the specification of priors, as will be discussed in Chapter 4.
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Figure 2.14: SMI microstructural estimates. From left to right, f, D,, D!, and D2 microstructural
parameters. Only the WM is shown, overlaid to the gray-scaled FA. For more details, refer to Chapter 4.

Unveiling the microstructural environment catalyzing certain diffusion phenomena is a promis-
ing application of diffusion MRI, one that has been taking momentum recently. SMI offers
great interpretability, and the possibility of discriminating between tissues, adding flexibility

to current specificity and sensitivities models.

However, SMI still has a difficult time finding coherent fittings, even with oversampled
acquisitions. The noise has a great impact on the model, which is degenerate in origin. Other
limitations include the assumption of equal scalar parameters across all fibers in a given voxel, which
might result in inaccuracies in fiber crossings. Later in this work, however, we focus on the effect
of thermal noise onto the rotational invariant representations used by SMI, which preemptively
further affects accuracy and stability of SMI estimates. We also propose an alternative estimation
method that avoids the use of rotational invariant features and that has been proven to be more

stable, reproducible and robust to protocol acquisition variability (see Chapter 4).

Regardless of its limitations, SMI has been proved to show both sensitivity and specificity
in certain applications. Its overarching essence causes it to inherit previous applications. For
example, the scalar parameters in the response kernel have been proven sensitive to demyelination
(Fieremans et al., 2012; Jelescu et al., 2016b, depicted by D), axonal loss (Fieremans et al.,
2012, f), beading (Budde and Frank, 2010, D,), inflammation and edema (Unterberg et al.,
2004, D,, D(Igl, and D1), etc.

2.5 Clinical Validation

Having reviewed some of the most important state-of-the-art biophysical and phenomenological
models, it becomes clear that numerous frameworks already exist to assess diffusion signals. The
vast amount of models, and scalar metrics that are derived from them increase year by year, yet
convergence seems to remain one step ahead. In line with this, if strides for convergence are to be
made, it should be clarified how it should be produced in a consensual manner. Moreover, the lack
of ground truth in diffusion MRI only hinders the evaluation of measures, and despite advances in

the development of phantoms that replicate biological structures, there is no possibility of dealing
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with the abundant variety of tissues and microscopic systems that coexist in the brain.

A common approach to deal with this issue is the evaluation of systems, models or metrics
with regards to their sensitivity to clinical variations over group studies. That is, if a system,
model or metric is able to find statistical differences in a group study, and is thus able to classify
healthy (control) subjects from patients in a statistically significant manner, it is presumed to
be sensitive to a given disease. However, such clinical validation is prone to misconceptions. As
already introduced, diffusion MRI data is often scarce because of the time-expensive nature of
diffusion acquisitions. Extrapolating to full test-retest datasets, these are often poor in terms of
the number of subjects and sessions per subject. All in all, these datasets features result in findings
that may lack statistical power (Button et al., 2013). Similarly, dMRI data is often poor in terms

of quality, which may reduce the reliability of metrics, therefore leading to analogous weaknesses.

The previously introduced problems are common in neuroscience community. Statistical power
is crucial in finding individual differences, as it determines the ability to detect effects of interest.
Zuo et al. (2019) notes the interplay between reliability, effect size and sample size is usually
overlooked. Reliability refers to the consistency, stability and dependability of a system, measure
or process over time. It quantifies how well the system produces the same result under consistent
conditions. Sample size refers to the number of observations or data points used in a study. It
determines the study’s power to detect an effect and the precision of its estimates. Effect size
refers to the magnitude of the difference or relationship being measured. It reflects how strong or
meaningful the observed effect is in practical or statistical terms. Figure 2.15 shows the interaction
between these three domains assuming a statistical power of 0.8, and how sample size requirements
depend on both effect size and reliability. If few data measurements are provided (low sample size),
only big effect sizes and high reliability will lead to statistical powerful results. This previous point
is important given that effect size is limited by the reliability of a measure. Thus, non-reliable
metrics attenuate the effect sizes. Also, statistically significant differences between groups (e.g.
patients vs. controls) that derive from low reliability measures might not be reproducible in other
contexts or settings, specially given the quality and scarcity problems that dMRI data. In other
words: low quality data is usually more noise-driven which, together with low sample sizes may
lead to low reliability of metrics. Now, measures that exhibit low reliability attenuate effect sizes,

up to a point where statistical significance might not even be reproducible across studies.

2.6 Preclinical Validation through Repeatability and Sepa-
rability

Once acknowledged the interaction between data quality, sample size, effect size, and reliability,
it is easy to see that neuroimaging researchers may not be able to directly address the lack
of sample size or data quality in publicly available datasets. In light of this, it is important
to recognize the complexity of inferring insights from current experiments and note that such
insights might be driven by noise or artifacts rather than proper individual differences. One
thing the neuroimaging community is able to address, nonetheless, is the evaluation of the

reliability of the metrics being developed.
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Figure 2.15: Interplay between reliability, effect size and sample size for a given statistical
power of 0.8. Relationship between reliability and effect size for three different types of statistical tests:
Pairet t-test, Two-sample t-test and ANOVA.

In that regard, there is a crucial need to implement methodologies to assess the reliability
of the scalar measures derived from diffusion frameworks. Even though researchers have come
up with different ways of assessing the reproducibility of their findings, metrics, methods, and
frameworks; there has been growing criticism of the current methodologies used for such assessment
(Laumann et al., 2015; Xu et al., 2016; O’Connor et al., 2017), even in the use or meaning of
the word “reliability” itself (Nichols et al., 2017). This thesis also makes echo of such criticism

and elaborates on how to address these shortcomings.

In the scope of this document, we will call repeatability to the consistency that a metric
exhibits across several measurements from the same subject. Separability, on the other hand,
refers to the ability of a metric to consistently exhibit differences between classes (i.e., between
subjects). Having said this, nowadays, a portion of contributions tend to assess the adequacy
of scalar maps by evaluating their metrics through test-retest Coefficient of Variation (COV,



58 2.7. Contributions to the state of the art

Grech-Sollars et al., 2015; Paudyal et al., 2019; McDonald et al., 2023; Ades-Aron et al., 2025), or
simply by computing test-retest correlations. While within-subject robustness (i.e., repeatability)
is a must-have for any biomarker, it does not automatically imply its suitability. Conversely,
other researchers make use of the intraclass correlation coefficient (ICC), which does not only
quantify repeatability but also considers inter-subject variability (i.e., separability), providing a

more comprehensive picture of a metric’s validity in differentiating between individuals.

It is clear that both repeatability and separability are desirable properties for any neuroimaging-
derived marker. However, they alone do not ensure the biological validity of a metric, nor its
relevance in a clinical or cognitive context. This is where notions such as specificity and sensitivity
come into play. In essence, sensitivity refers to the ability of a metric to correctly detect the
presence of an effect (e.g., a disease, condition, or cognitive trait), while specificity describes
its ability to avoid false positives—detecting an effect where none exists. These two concepts
are deeply embedded in the broader framework of biomarker validation and offer a useful lens

through which to interpret the utility of a scalar map.

While repeatability and separability reflect the internal structure of a metric (its stability across
time and its discriminative power across subjects), sensitivity and specificity relate more directly
to the external validity of that metric—its ability to respond appropriately to meaningful biological
variation while remaining robust against noise. Interestingly, there is a subtle but critical interaction
between these dimensions. A metric that lacks repeatability will inevitably struggle with sensitivity,
as the noise within a subject may obscure any true signal. Likewise, poor separability may impair

specificity, blurring distinctions between groups and increasing the likelihood of type I errors.

In this sense, reliability acts as a foundational requirement for any attempt to interpret or
deploy neuroimaging metrics in a meaningful way. Without sufficient reliability, no claim about
specificity or sensitivity can be made with confidence, as the signal being measured may not
reflect a stable biological feature but rather the artifact of methodological noise. Throughout
this thesis, we explore methodologies aimed at reinforcing this foundation—ensuring that the
proposed metrics not only perform consistently within and across subjects but also hold the
potential to operate meaningfully in clinical or cognitive scenarios, where specificity and sensitivity

are not optional features, but essential guarantees.

2.7 Contributions to the state of the art

The contributions made during this thesis revolve around most of the previous topics: Some
of them serve as basis, whereas some others serve as beacons to check the correctness of newer
developments. The next chapter describes the contributions made in this thesis to the state-
of-the-art methods and techniques that allow interpretability of diffusion-weighted signals for

both research and clinical environments.

The first contribution consists in the development of two EAP-based metrics, PA and NG, for
the MiSFIT framework; the second assesses the influence of thermal noise in biophysical models

that employ rotational invariants derived from spherical harmonics; and the third presents a
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systematic analysis of the reliability of diffusion MRI techniques based on signal representations.
All three contributions share a common thread: they examine the reliability of derived metrics
—with the first two using it as a means to validate and refine modeling approaches, and the
third focusing on reliability as its primary objective.
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A concept is a brick. It can be used to build a courthouse of

reason. Or it can be thrown through the window.

— Deleuze (1994)

Contribution: Efficient estimation of PA and NG
for MiSFIT

Abstract

We seek to reformulate the so-called Propagator Anisotropy and Non-Gaussianity (PA and NG,
see Section 2.4.2), originally conceived for the Mean Apparent Propagator diffusion MRI (MAP-
MRI), to the Micro-Structure adaptive convolution kernels and dual Fourier Integral Transforms

(MiSFIT). These measures describe relevant normalized features of the EAP

First, the indices, which are defined as the EAP’s dissimilarity from an isotropic (PA) or
a Gaussian (NG) one, are analytically reformulated within the MiSFIT framework. Then a
comparison between the resulting maps is drawn by means of a visual analysis, a quantitative
assessment via numerical simulations, a test-retest study across the MICRA dataset (6 subjects

scanned five times) and, finally, a computational time evaluation.

Findings illustrate the visual similarity between the indices computed with either technique.
Evaluation against synthetic ground truth data, however, demonstrates MiSFIT’s improved
accuracy. In addition, the test-retest study reveals MiSFIT’s higher degree of reliability in most of
white matter regions. Finally, the computational time evaluation shows MiSFIT’s time reduction
up to two orders of magnitude. Despite being a direct development of the MAP-MRI representation,
the PA and the NG can be reliably and efficiently computed within MiSFIT’s framework.
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3.1 Introduction and Purpose

In line with this thesis objectives, we seek to develop and implement two metrics for the MiSFIT
framework (see Section 2.4.3): the Propagator anisotropy and non-Gaussianity (see Section 2.4.2).
The metrics were originally proposed in the MAP-MRI framework (see Section 2.4.3) and describe
relevant normalized features of the EAP. For reader convenience, the main principles and derivation

of PA and NG metrics are summarized here, despite having been discussed in Chapter 2.

Reconstructing the 3D EAP allows to compute several scalar indices that embed useful
descriptors of WM. Among them RTOP, RTPP and RTAP, as well as PA or NG are the most often
used (Fick et al., 2016a; Ning et al., 2015; Ozarslan et al., 2013). In this chapter we focus on PA

and NG, which come to generalize the popular Fractional Anisotropy (FA) and diffusion Kurtosis.

As previously mentioned, PA is defined in Ozarslan et al. (2013) as the distance from the
propagator P(R) to its isotropic equivalent. By means of Parseval’s theorem, it can also be
defined as the distance from the attenuation signal E(q) (the diffusion signal characterized by

wave vector q over the unweighted T2 baseline) to its closest isotropic counterpart, O(q):
PA =~ (sin(£(E(a),0(a))),€) € [0,1], (3.1)

where Z(E(q),0(q)) denotes the angular distance, defined implicitly through:
(E(q

B ),0(a))
cos(Z(E(q),0(q))) = | E(a) Il O(a) II”

(3.2)

and: 3

)= e (33)
for € = 0.4, which stands for a contrast enhancement of PA within the normalized range [0, 1].
PA has shown the ability to characterize morphological and cytoarchitectural attributes, even
in Gray Matter (GM) regions where the FA is non-informative (Galazzo et al., 2018). Yet, PA
offers a more accurate assessment of the anisotropic behavior in crossing fibers regions. Within
clinical setups, PA has shown a great potential in the analysis of longitudinal changes within
subjects (Avram et al., 2016), the characterization of cognitive impairment after traumatic brain
injury (TBI) (Kraus et al., 2007), impaired social cognition in autism (Barnea-Goraly et al., 2004),

or age-dependent neuronal demise in transgenic Alzheimer rats (Fick et al., 2017).

In turn, NG is defined as the distance from F(q) to its closest Gaussian representation,
G(q) (Ozarslan et al., 2013):

NG = sin (£(E(q), G(q))) (3.4)

Though the clinical applicability of NG has not been as thoroughly tested as that of PA, it has
been lately proven useful at distinguishing grade II from grade IIT and IV gliomas (Wang et al.,
2021b), relevant for the noninvasive preoperative evaluation of tumour pathological grading. Some
additional studies on axonal loss and demyelination (Song et al., 2005), as well as head and neck

cancer (Jansen et al., 2010; Yuan et al., 2014) are also available.
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Though they can be computed resorting to other estimation techniques (Ning et al., 2015), PA
and NG naturally arise from MAP-MRI. Therein, the NG can be easily computed from the energy
of the non-DC components, since MAP-MRI develops the diffusion signal by successively refining
a Gaussian model. Conversely, the PA is related to the non-DC components of the isotropic,
non-voxel adaptive version of MAP-MRI, also known as 3D-SHORE.

In this chapter, we aim at formulating and evaluating both PA and NG for the newly developed
Micro-Structure adaptive convolution kernels and dual Fourier Integral Transforms (MiSFIT,
Tristan-Vega and Aja-Ferndndez, 2021), both of them from the very same signal representation. By
taking advantage of the computational efficiency of MISFIT, we expect the already-demonstrated
higher accuracy in the RTxP computation with respect to MAPL (the de facto standard, regularized
version of MAP-MRI developed by Fick et al., 2016a) to also be translated for PA and NG. In
addition, we also expect this accuracy to result in a higher reliability of the measures, which
together with the critical reduction of the computational time, qualify MiSFIT’s PA and NG to

be incorporated not only in research studies, but also in clinical settings.

3.2 Theory

3.2.1 MIiSFIT’s signal representation

As already introduced in Section 2.4.3, MiSFIT’s composite representation comprises the aggregate
of a free-diffusing isotropic component and a semi-parametric component that accounts for the
partial volume fraction f € [0,1] of constrained diffusion, as in Eq. (2.47). The constrained
diffusion signal F(q) is drawn as the spherical convolution of a parametric kernel, defined by the
longitudinal | and transverse A diffusivities, with a non-parametric fODF, ®, as in Eq. (2.46).
By representing the ODF in the basis of SH, MiSFIT lastly represents the attenuation signal as:

E Z Z AODF (bmym( ) (35)

=0 m=-1
! even

where Y™ (u) are the (even) SH functions, ¢]* stand for the SH coefficients of the ODF, and
e P (q) are A and A -dependent convolution multipliers (for further details, see Tristan-Vega
and Aja-Ferndndez, 2021). A central part to our developments, as can be easily deduced from
Egs. (3.1) and (3.4), is the computation of scalar products between SH-spanned functions like in
Eq. (3.5). We prove in Appendix A that their calculation relies on the evaluation of the following

integral, Z;(p»), involving the Legendre Polynomials P;(x;):

Py(x1) P
p)\ // ! .’IJ1 1(1'2) dwldsz, (36)

(2px + af +23)3/2

for px = A1 /(A—AL). These integrals do not admit a closed form. However, since only the first few
even orders of [ are needed, they can be pre-computed for a wide range of p) and with an accuracy

up to the numerical precision of the machine. Fig. 3.1 shows their values for the first few .
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Figure 3.1: Numerical values of the integrals Z;(py) as described in Eq. (3.6).

3.2.2 PA for MiSFIT’s composite signal

From the definition in Eq. (3.1), we develop into:

sin (Z(cE(q), 0(a))) = /1 —cos? (£(-E(q), 0(a))) (3.7)
We demonstrate in Appendix A.0.1 that the squared cosine in the last equation leads to:

_ ||c0(q)H2 _ (1 — f)inso + szani + f(l — f)Omix

B HCE(qu)||2 B (1 - f)QEiso + fQEani + f(]- - f)EmiX7 (38)

cos® (Z(.E(q), 0(q)))

where the isotropic terms (Eiso, Oiso), the anisotropic terms (Fani, Oani), and the mixed terms
(Emix, Omix) come from the composite representation (i.e. isotropic plus anisotropic parts) in
Eq. (2.47):

Ouni = (63276, Ty (pr);

Eai = (67218, *Ti(ps);
Lm (3.9)

Eiso - Oiso = (2DO)_3/2;

B = Ouisc = 4708 (Do + A1)y Do+ )

for oy = A — AL. Therefore, the PA finally reads:

(=52 AV f(A—f) 0 2(0)20573/2
Doy T (Dot As)/DoT $o + 2(00)*m05 " "To(par)

1—f)2 A/Tf(1— m —3/2
SO+ o O+ I X (07205 Tp)

PA =~ e |- (3.10)
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Noticeably, removing the isotropic compartment (i.e. taking f = 1) results in a much simpler expres-

sion:
i 0)2 *3/21
PA_y< 1Qm¢>_y 1— w&ﬂ%_wﬂm)’e' (3.11)
Baai PICDRLNGEIRY
,m
Conversely, fitting a voxel with f = 0 (i.e. a free-water voxel), results in both ||.O(q)||* and
|cE(qu)||* being equal. Hence, the PA as defined in Eq. (3.7), will be 0 as expected.
3.2.3 NG for MiSFIT’s composite signal
Now, from the definition in Eq. (3.4):
(E(a). G(a.D) )’
sin(£(B(a), «G(a, D))= |1~ ( A T et ) (3.12)
lE(Q]lll-G(a, D)

where CG(qJS) is the closest Gaussian propagator. In the MiSFIT approach, the equivalent
Gaussian propagator is estimated by fitting a tensor to the EAP-based reconstruction of the
attenuation signal (for b-values < 2000 s/mm?). The reason behind this is that computing the
actual closest Gaussian propagator (i.e. that which results in the smallest possible Mean Squared
Difference, MSD) is not trivial and would require solving a calculus of variations problem that
could easily maim the computational efficiency nature upon which MiSFIT is build. Hence, the
problem is solved in the logarithmic domain of F(q), to make it convex and permit a closed-form
solution, while keeping the computationally-efficient feature that makes MiSFIT desirable for
specific settings. Thus, from now on, our implementation of the closest Gaussian propagator will
be referred to as “DTI-like propagator”. More information about the Gaussian propagator and
the method chosen to compute it is included in the Appendix C. We demonstrate in Appendix
B that the quotient in Eq. (3.12) equals:

2
N I e~ DI ) \/8DI
<cE(q)7 CG( D)> _ ( [D+Do| ! Lo (313)
I E@II.G@D) ) ~ 0= ?Euo + 1 Euni + F(1— ) B
where D is the DTI-like propagator; Dy = Dgls is Dy times the identity matrix; | - | stands

for the determinant; £™ are the SH coeflicients of a spherical function defined in Appendix B
that depends on f), Al and Ay. Finally, the NG reads:

2
(s + 1S nerer) /5D
NG= [1- ”D+ . (3.14)

=72 9 _<—3/2 v f(a—f)
(2Dg)372 +f Elm(gbl ) 7T6 Il( ) (D(H‘)\J_)\/m(bo
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Again, evaluating the NG for f = 1 yields to a simpler expression:

2
e (Simorg”)
Y OGP Ti(p2)

NG = |1 (85§|13|) (3.15)
For values of f other than 0, finding the Gaussian counterpart to the MiSFIT-estimated EAP is not
equally easy. This is not an issue within the (anisotropic) MAP-MRI framework, since it represents

the diffusion signal as a series of orthogonal cumulants, being the DTT estimation the first one, i.e.:

Eniap(a) = Epti(q) + Emap\pri(Q), (3.16)

so that the closest Gaussian is just the first addend. As already explained in the beginning
of the section, MiSFIT can only compute a “DTI-like” propagator in order not to maim

its computational efficiency.

3.3 DMaterials

3.3.1 In vivo evaluation

In-vivo validation has been carried out by using some of the publicly available datasets introduced
earlier in Section 1.4. Specifically, we have used one subject from the MGH-HCP dataset (MGH
1007) and the whole MICRA dataset to evaluate the metrics’ reliability.

3.3.2 Numerical simulations

Numeric comparisons over ground-truth data are based on the methodology originally proposed in
(Tristdn-Vega and Aja-Ferndndez, 2021). A microstructure model is estimated at representative
regions of the WM using NODDI (previously introduced in Section 2.4.4). Afterwards, a statistical
model is built upon the estimated parameters, and further used to draw random samples that
are fed to the forward NODDI model to generate synthetic samples simulating 1, 2, or 3 crossing
fibers at will with a known Peak Signal to Noise Ratio (PSNR):

12
PSNR = 101log;, (W) [dB] (3.17)

MSE
where 12, is the maximum possible intensity value of the image, and MSE is the mean squared

error between the reference image and the reconstructed one.

As long as the generative model can be sampled for any gradient direction and b-value, ground-
truth values are easily obtained for any dMRI measure with arbitrary precision by numerical
integration. See Tristdn-Vega and Aja-Ferndndez (2021) for further details on this methodology.
While the ground truth for the PA is somehow trivial via the SH representation, determining the

ground truth of NG implies solving a problem of calculus of variations. So this is transformed
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into a Least Squares optimization one by minimizing the squared residuals of a preset number of

g-space samples and then solved in the logarithmic domain of E(q), as explained in Section 2.3.

3.4 Methods

3.4.1 Implementation details

The fitting procedure for parameters f, A\ and A1 in Egs. (2.47) and (2.46), and the computation
of the ODF’s SH coefficients, is detailed in Tristdn-Vega and Aja-Ferndndez (2021). We have
used L = 8 as the maximum order for SH expansions, and empirically set p = 1.2 - 107*
as the regularization parameter described therein to avoid singular convolution kernels. To
compute Z;(py), we have resorted to linear interpolation in the logarithmic domain from the
values depicted in Fig. 3.1. The whole MiSFIT framework, including the newly introduced
PA and NG, was coded in Matlab R2019b and is available for download® (Tristan-Vega, A.
and Aja-Ferndndez, S. and Parfs, G., 2022).

The computation of PA and NG with MiSFIT is validated by comparing them with the de
facto standard in the related literature, i.e. the MAPL as described in Fick et al. (2016a). We have
used the implementation in the DIPY package? under Python 3, though the actual code allowing
the computation of the PA within the anisotropic MAP-MRI reconstruction was kindly provided
by the authors on demand. We use MAPL with positivity constraints and cross-validation for

setting the Laplacian penalty term. The maximum order for the basis functions was set to 6.

In both cases, and unless otherwise noticed, both PA and NG have been set up using the

entirety of the acquisition’s shells.

3.4.2 Ground-truth based evaluation

Numeric comparisons over ground-truth data are based on the methodology originally proposed
in (Tristdn-Vega and Aja-Ferndndez, 2021). A micro-structure model is estimated at representative
regions of the WM using NODDI (Zhang et al., 2012). Afterwards, a statistical model is built
upon the estimated parameters, and further used to draw random samples that are fed to the
forward NODDI model to generate synthetic samples simulating 1, 2, or 3 crossing fibers at will
with a known Peak Signal to Noise Ratio (PSNR). As long as the generative model can be sampled
for any gradient direction and b-value, ground-truth values are easily obtained for any dMRI
measure with arbitrary precision by numerical integration. See Tristan-Vega and Aja-Fernindez
(2021) for further details on this methodology. While the ground truth for the PA is somehow
trivial via the SH representation, determining the ground truth of NG implies solving a problem
of calculus of variations. So this is transformed into a Least Squares (LS) optimization one by

minimizing the squared residuals of a preset number of q-space samples and then solved in the

Ihttp://www.1lpi.tel.uva.es/dmrilab
?https://dipy.org/
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logarithmic domain of F(q), as explained in Section 3.2.3.

3.4.3 Reliability Study

The repeated acquisitions within MICRA dataset have been used to assess the repeatability
of the computed measures (i.e., inter-session variability) and the separability they provide (i.e.
inter-subject differences). These complementary properties together characterize the reliability of
each method (MiSFIT/MAPL) and measure (PA/NG) (Zuo et al., 2019). Note that DTT’s FA

and DKI’s mean Kurtosis have been included in the table for a wider comparison.

The design of the corresponding experiment is as follows: First, ROIs were back-projected by
registering the JHU atlas’ labels in MNT152 space (Mori et al., 2008) into each subjects’ space by
means of linear plus nonlinear registration (FSL’s Smith et al., 2004 FLIRT and FNIRT Jenkinson
and Smith, 2001; Jenkinson et al., 2002, respectively) of the subject’s FA to the JHU atlas, followed
by the application of the inverse warping to the JHU labels. An eroded mask of the regions with a
kernel of size 2 X 2 x 2 was then computed to palliate the effects of a possible misalignment in the
registration, removing tissue regions potentially affected by a partial volume effect, followed by
the removal of those values for which the FA in the region yielded outliers (defined as those values
falling 1.5 times outside the interquartile range). More information about the outlier rejection
procedure is included in the Appendix C. Finally, for each of the 12 ROIs in the subject space
(see Fig. 1.2), one single-valued representative of each measure was computed as the median value.
Note that ROIs in both right and left hemisphere have been merged together into a single region.
Repeatability was then computed as the mean across subjects of the variances across sessions,
while separability was computed as the variance across subjects of the means across sessions. A
Figure of Merit (FOM) was lastly defined as the separability over repeatability ratio. Owing
to the limited size of the database, a 200-runs bootstrap analysis over population’s subsets was

carried out to assess the confidence on such FOM, expressed as its coefficient of variation (CV):

CVrom = (1 + ﬁ)% (3.18)

with Z/s the mean/standard deviation over bootstrapped samples, and n the number of bootstrap

samples, used in the first term to attain unbiased estimates of the CV.

3.4.4 Computational Time Evaluation

One main advantage of MiSFIT, as compared to MAP-MRI/MAPL, is its computational efficiency,
which allows to estimate the EAP two orders of magnitude faster. Nonetheless, the computation
of scalar measures from the reconstructed EAP can result in non-negligible computational
overloads: while the computation of NG is straightforward after the non-isotropic MAP-MRI

signal representation, this is not the case for PA, which requires non-trivial extra calculations.

For this reason, it makes sense to compare how long MiSFIT and MAPL take to compute
(1) the signal representation, (2) the PA and (3) the NG. The experiment is carried out with



3. Contribution 1: Efficient estimation of PA and NG for MiSFIT 69

03 04 05 06 07 08 09 1
PA MiSFIT PA MAPL MiSFIT-PA

Figure 3.2: Comparison of the PA maps obtained with either MiSFIT and MAPL for the third session
of the fourth MICRA’s subject. Left: visual assessment within the whole range of variation [0, 1]. Right:
joint 2-D histograms (logarithmic) of MAPL’s values vs. MiSFIT’s. The high-valued islands within
MiSFIT (tag numbered ‘1’) correspond to ambiguous configurations of the convolutional representation of
MiSFIT.
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Figure 3.3: Comparison of the NG maps obtained with either MiSFIT and MAPL for the third session
of the fourth MICRA’s subject. Left: visual assessment within the cropped range [0.1,0.7]. Right: joint
2-D histograms (logarithmic) of MAPL’s values vs. MiSFIT’s. The outliers tagged with ‘2’ correspond to
ambiguous configurations of the convolutional representation of MiSFIT.

the aforementioned Matlab’s (for MiSFIT) and Python DIPY’s (for MAPL) implementations
running in a quad-core Intel® CoreTM i7-6500U processor with 8GB RAM.

3.5 Results

3.5.1 Visual assessment

Figs. 3.2 and 3.3 compare the computations of PA and NG by MiSFIT and MAPL for the
randomly chosen third session of the fourth MICRA’s subject. With regard to PA, MAPL presents
a noisier behavior (Fig. 3.2, left), specially in those areas with lower anisotropy values—except
the ventricles, which MiSFIT clearly fails to delineate.
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This can also be observed in areas with higher anisotropy, resulting, for example, in some
visible discontinuities in the external capsule (EC). In comparison, MiSFIT produces a more
saturated map, clearly defining the major WM fiber tracts and their limits, making even more
distinguishable the anisotropy of diffusion processes in some brain regions. Nonetheless, this
contrast saturation does not imply, per se, a more accurate result. The comparison can also be
analysed in terms of the 2D joint histogram (Fig. 3.2, right), which shows a linear correlation
between both metrics, only disturbed for lower PA values, where the histogram broadens. As
explained in Tristdn-Vega and Aja-Ferndndez (2021), MiSFIT’s estimation produces artifacts
(tagged with number 1) due to ambiguities in highly-isotropic zones (such as the ventricles or the
GM), where the optimizer has to decide, in Egs. (2.47) and (2.46), whether f =1 or A ~ \|.

For NG, both MiSFIT and MAPL provide outcomes similar to those found with PA (Fig. 3.3,
left), with the exception of the overall negative bias MAPL introduces with respect to MiSFIT.
This shift is more clearly visible in Fig. 3.3, right: MAPL’s values are strongly linearly correlated
with MiSFIT’s, but placed along a line with slope less than 1 and negative bias. Once again,
MiSFIT fails to delineate the ventricles due to the ambiguity in the representation, yielding
to the outlier tagged as 2 in the histogram.

3.5.2 Quantitative analysis based on ground-truth

The numerical assessment of the accuracy of each method is based on the ground-truth data
described in Section 3.4.2: Figs. 3.4 and 3.5 show the similarity of PA and NG, as computed with
each of MAPL and MiSFIT, with true values of PA and NG, respectively. Joint 2D histograms
have been computed for different PSNR values (16, 32 and 64).

Fig. 3.6 shows the rMSE for PA and NG estimates from both MAPL and MiSFIT as a function
of the ground-truth RTOP value, as in Tristdn-Vega and Aja-Fernandez (2021). This choice is
based on the definition of RTOP as the integral of the attenuation signal in the whole g-space
(see Eq. (2.20)) which directly relates RTOP to the bandwidth of the EAP.

For PSNR=64, MiSFIT results in more accurate PA maps than MAPL from every possible
point of view: Not only depicting smaller variability across the dynamic range, but also resulting in
mean values closer to the ground truth. When conditions worsen, e.g. PSNR=16, MiSFIT obtains
poorer results, overestimating the anisotropy in highly-isotropic regions. These PA estimates,

however, get more accurate the more anisotropic the region is.

Regarding the relative MSE (top of Fig. 3.6), MiSFIT yields to smaller errors, consistently
outperforming MAPL values for any given bandwidth, PSNR or fiber bundle configuration. This
latter variable is responsible of the poorer behavior of MiSFIT in Fig. 3.4 with PSNR=16.
Arguably, both PA estimates worsen as the number of crossing fibers increases, which may be
caused by the representation’s difficulties when computing the isotropic EAP counterpart from
bundles that may have different diffusion properties. Notice that, despite the results being worse
for the third bundle configuration, they still outperform MAPL’s.

The discussion for the NG is not equally good to MiSFIT. First of all, the two left-most
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Figure 3.4: 2D Joint histogram of the estimated PA (y-axis) against synthetic ground truth values
(x-axis) for different PSNR (16 left, 32 middle, 64 right). There exists a significant linear correlation
between the estimated and real values, with MiSFIT being clearly more accurate and less variable than
MAPL for PSNR > 32.

columus of Fig. 3.5 (PSNR 16 and 32, respectively) show bigger variability across the measure’s
dynamic range, even for those values with means closer to the ground truth than those reported
by MAPL. With respect to MiSFIT, there are multiple sources of error that end up stacking one
to each other, the main one is driven by the noise—which causes the metric to be underestimated,
specially in regions with high-Gaussianity behavior—but also by the estimated EAP—which affects
the non-Gaussian regions estimates—and the DTI-estimated equivalent Gaussian EAP—which

is greatly palliated as the fiber crossings increases.

On the other hand, the rMSE depicted from MiSFIT’s NG (bottom of Fig. 3.6) seems to be
dominated by the EAP reconstruction error, which results in MiSFIT underestimating the NG.
This behavior is consistent with the one explained in Tristan-Vega and Aja-Ferndndez (2021),
Fig. 8. Interestingly, the rMSE increases when dealing with single-fiber configurations. This
may be caused by MiSFIT’s construction: The convolution of the Gaussian kernel with a very
prolate but not-completely-sampled ODF (i.e. possibly non-Gaussian) results in Gaussian-like
distributions, which yields to underestimated NG results. Alternatively, when adding fibers onto
the configuration, the reconstructed EAP function gets smoother over the surface of the sphere,
thus getting more accurately defined by the sampling scheme, which in turn leads to more precise

estimations of the original EAP. This can also be appreciated in the bottom of Fig. 3.6.

In order to relate the numerically-obtained results with in-vivo images, the PSNR has been
computed for a subject of the MICRA dataset by dividing the filtered (denoised) image by the
estimated noise level. Both filtered image and noise level have been computed by using dwidenoise
(MR#trix3, Tournier et al., 2019) on the raw images. Finally, a white matter mask has been crafted
by merging all the (previously-eroded) JHU WM labels. The resulting PSNR is 28.12, a usual
result for good-quality acquisitions such as MICRA. This result indicates that the in-vivo images
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Figure 3.5: 2D Joint histogram of the estimated NG (y-axis) against synthetic ground truth values
(x-axis) for different PSNR (16 left, 32 middle, 64 right). A linear correlation can be appreciated in both
PSNR = 64 maps. MiSFIT tends to be more accurate in the high values, while MAPL estimation gets
unbiased for lower ones, as well as for PSNR = 16.
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Figure 3.6: Estimated relative mean squared error (rMSE) of PA (top) and NG (bottom) as a function
of signal’s bandwidth (i.e. RTOP), for different PSNR (16 left, 32 middle and 64 right) and 1, 2 or 3 fiber
crossing configuration. Missing bars correspond to those fiber bundle configurations for which PA, NG
or RTOP values could not be computed. Statistical properties displayed: mean (star-shaped symbol),
standard deviation (full-colored box), 90% confidence interval (empty box).

in Fig. 3.2 and 3.3 (from MICRA dataset) can be related to the middle column in Fig. 3.4,
3.5 and 3.6. In this PSNR range, the MiSFIT’s PA portrays a much less variable estimation
than MAPL’s. MiSFIT tends to overestimate the mid-low PA values, while MAPL tends to
subestimate them. MiSFIT’s rMSE depicts a better accuracy in either bundle configuration
and throughout the entire bandwidth range. Regarding the NG, the variance of the estimation
increases significantly, yielding to subestimated results for both MiSFIT and MAPL. Concerning
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Region
MCP
GCC
BCC
SCC
ALIC
PLIC
ACR
SCR
PCR
PTR
EC

PA
MAPL
0.113 / 3.54
0.067 / 13.49
0.057 / 4.66
0.006 / 14.7
0.078 / 3.04
0.045 / 6.55
0.152 / 3.42
0.232 / 3.38
0.157 / 3.14
0.192 / 5.05
0.729 / 3.39

MiSFIT
0.064 / 2.09
0.151 / 4.59
0.061 / 4.31
0.026 / 10.86
0.148 / 5.25
0.049 / 3.72
0.024 / 3.39
0.019 / 3.21
0.034 / 2.00
0.023 / 5.98
0.035 / 17.30

FA
DTI
0.184 / 2.64
0.192 / 13.20
0.077 / 7.42
0.018 / 33.42
0.149 / 2.57
0.059 / 7.07
0.033 / 11.33
0.067 / 24.30
0.349 / 1.20
0.252 / 2.06
0.352 / 5.35

MAPL
0.035 / 2.66
0.120 / 3.59
0.087 / 1.98
0.049 / 5.77
0.056 / 4.00
0.030 / 3.31
0.026 / 4.55
0.023 / 2.26
0.021 / 2.34
0.036 / 3.42
0.075 / 7.1

NG
MiSFIT
0.136 / 3.82
0.070 / 19.74
0.016 / 4.37
0.003 / 40.94
0.045 / 1.40
0.015 / 8.43
0.036 / 14.30
0.040 / 35.15
0.152 / 2.12
0.083 / 2.03
0.491 / 5.47
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MK
DKI
0.039 / 1.44
0.072 / 8.58
0.010 / 11.83
0.025 / 17.46
0.035 / 13.01
0.021 / 9.43
0.024 / 14.37
0.017 / 5.32
0.037 / 6.70
0.016 / 18.82
0.022 / 18.84

Table 3.1: Repeatability coefficient of variation (%o) over reliability (FOM) values for each of the regions,
measures (PA, NG) and methods (MiSFIT, MAPL). DTT’s FA and DKI’s MK have been added for a
wider comparison. Results indicate a good ratio between inter-subject and the intra-subject variability for
both measures. On average, MiSFIT’s NG obtain slightly better results than MAPL’s, e.g. in the corpus
callosum, while resulting in less reliable PA maps than those obtained with MAPL or DTI’s FA.

PA FA NG MK
Region MAPL MIiSFIT DTI MAPL MIiSFIT DKI
MCP 0.596 0.658 0.613 0.494 0.225 0.325
GCC 0.385 0.230 0.243 0.318 0.303 0.199
BCC 0.524 0.557 0.588 0.310 0.408 0.437
SCC 0.488 0.431 0.516 0.324 0.293 0.486
ALIC 0.331 0.368 0.332 0.351 0.322 0.322
PLIC 0.719 0.399 0.553 0.409 0.342 0.203
ACR 0.359 0.275 0.416 0.488 0.649 0.323
SCR 0.679 0.522 0.491 0.502 0.488 0.430
PCR 0.256 0.559 0.334 0.378 0.382 0.326
PTR 0.170 0.304 0.333 0.388 0.513 0.586
EC 0.659 0.328 0.276 0.305 0.326 0.201

Table 3.2: Bootstrap-derived CV of the FOM values for each of the regions, measures (PA, NG) and
methods (MiSFIT, MAPL), together with the DTI’s FA and the DKI’s MK, for a wider comparison. The
bootstrap was computed by doing 200 runs.

the rMSE, for the lower bandwidth ranges the MiSFIT’s NG results in slightly less accurate

estimations, which are improved in the mid-to-high bandwidth ranges.

3.5.3 Reliability Study

The results corresponding to the experiment described in Section 3.4.3 are summarized in Tables 3.1
and 3.2. Table 3.1 reports the FOM—the reliability measurement—together with the CV of the
repeatability values. Table 3.2 shows the FOM’s bootstrapped CV.

The first thing to notice from Table 3.1 is that all FOM values are greater than one, meaning
that, for any given ROI, the inter-subject variability of the metrics is greater than the intra-subject
variability. Regarding the PA, both MiSFIT and MAPL exhibit the same tendency, yielding to
reliability values in the same order of magnitude, with the exception of the GCC where MAPL
depicts much greater results than MiSFIT, and the EC where MiSFIT depicts greater results
than MAPL. The reliability of the MiSFIT’s NG, on the other hand, outperforms MAPL in

most regions, for example in the 3 subregions of the corpus callosum (CC)—genu, body and
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Phases MAPL MIiSFIT
Fit Model 8 h 36 m 17 s

PA Computation 2h 19 m 1s

NG Computation 3s 6 s
Total time 10 h 56 m 23 s

Table 3.3: Time consumption on the different phases of the metric’s computation. Fitting the MAPL
model is three-orders of magnitude more time-expensive than MiSFIT. MAPL requires almost 11 hours
for a single DWI volume, in comparison with MiSFIT’s 23 seconds, which makes the former unfeasible for
clinical applicability.

splenium—which together form one of the biggest connective pathways in the brain.

In terms of repeatability, both measures result in stable outputs throughout the various sessions
of a given subject, yielding low CV values. MAPL’s PA results in more repeatable values in 6 out
of 11 regions while giving virtually equal values for 2 of the rest (BCC and PLIC, with less than
10% difference between both frameworks); whereas MAPL’s NG depicts higher repeatability in 5
out of the 11 regions. To widen the comparison with existing and previously-validated measures,
the table also includes the reliability and repeatability values for FA (Fractional Anisotropy) and
MK (mean Kurtosis) from DTT and DKI frameworks, respectively. As it can be seen, the FA
shows the same tendency to that of MAPL and MiSFIT, with the only exceptions being ACR
and SCR. Concerning the MK, which outperforms both MAPL and MiSFIT’s reliability values
in 6 of the regions, it is worth noticing that this measure is not as similar to the NG as the
FA is to the PA. That is simply because, by definition, the mean Kurtosis is computed as the
mean of individual kurtoses calculated along all gradient directions, whereas NG requires the
3D EAP and its 3D Gaussian counterpart to compute the dissimilarity of the projection onto a

multidimensional vector; thus being affected by moments with order higher than kurtosis.

The results shown in the previous table are supplemented by the bootstrap-derived coeflicients
of variation of the reliability values in Table 3.2, which gives us insights about the reliability of the
FOM values. For example, we can conclude that repeated acquisitions of the FOM value for the
MAPL’s PA in the middle cerebellar peduncle (MCP, 2.09) yield to variations 0.658 times its mean,

thereby making us aware of the variation of such value, and able to question its trustworthiness.

3.5.4 Computational Time Evaluation

Arguably, one notorious factor that conditions the actual clinical applicability of EAP imaging
resides in the computational time requirements. Table 3.3 shows the time needed by MiSFIT
and MAPL to (1) fit the signal, (2) compute the PA, and (3) compute the NG. As it can be
seen, fitting the signal to MAPL requires almost 9 hours for a single DWI MICRA volume with
size (110, 110, 66, 266). MiSFIT does so in less than 20 seconds.

As expected, the PA computation is time-consuming for the MAPL approach, which has to re-
calculate the MAP-MRI isotropic coefficients from those of the anisotropic representation. MiSFIT,
on the contrary, only has to take the first SH coefficient to estimate the isotropic counterpart. This

process ends up taking MAPL 2 hours 20 minutes in comparison with MiSFIT’s 0.345 seconds.
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Finally, the NG is easily computed by MAPL, which only has to take the first coefficient
(Gaussian) from its series expansion and compute the angular divergence. In this case, MAPL

computes the measure in 3.6 seconds while MiSFIT takes 5.8 seconds.

To sum up, the total time required by either framework to actually produce a meaningful map
is no less than 8 hours 30 minutes for MAPL (fit the model and compute the NG) compared
with MiSFIT’s maximum of 22 seconds (fit the model and compute the NG). Needless to say,
this time-consuming difference is of main importance not only in clinical settings, but also in the

processing of large data sets that are becoming more common in the dMRI community.

3.6 Discussion and Conclusions

In this chapter we have shown how two descriptors of the white matter anatomy, PA and NG, can
be computed within MiSFIT with very little computational effort. This way, we have generalized
the analysis described in the original work Tristdn-Vega and Aja-Ferndndez (2021), based on

raw moments, to normalized indices that can be easier to interpret.

Regarding the PA, we have shown that MiSFIT yields to maps comparable to those obtained
with MAPL. Yet, according to the numerical simulations, and within the context of NODDI-based
simulations performed, MiSFIT results are more accurate. This remains true in regions with
diverse anisotropic behavior, and becomes compromised only when dealing with attenuation
signals highly contaminated by noise. The reliability evaluation depicts comparable outcomes
for both frameworks; meaning that, in general, none is far superior than the other and result,
on average, in estimates almost identical (5.85 for MAPL, 5.70 for MiSFIT). In some particular
regions, however, substantial differences can be found. The repeatability assessment, on the other
hand, yields to MiSFIT estimates more repeatable than MAPL’s (on average, 0.06 and 0.17%c,
respectively). Thus, we conclude not only that MiSFIT’s PA leads to a desirable stability of
measurements throughout the sessions (in its maximum, the average subject’s measures of the
GCC varies 0.151%0 its mean), but also that its reliability is comparable to that of MAPL.

Concerning the NG, we have shown the high correlation between MiSFIT’s and MAPL’s
estimates, disturbed only by MiSFIT’s noisier behavior in Gaussian regions. Overall, MiSFIT
exhibits a positive bias compared to MAPL for all the range of NG. According to the numerical
simulations in Fig. 3.5, however, both frameworks clearly underestimate the actual value of the
NG. Paradoxically, the negative bias in MAPL increases with the PSNR. Yet, the (negative)
bias introduced by MiSFIT is less severe than MAPL’s, which is consistent with the experiment
in Fig. 3.3 with real data. Therefore, the large relative errors reported in Fig. 3.6 for the NG
(far larger than those for the PA) are likely explained by the bias in the estimation. Similar to
PA, both frameworks depict highly repeatable results across intra-subject sessions (0.05%o for
MAPL, 0.10%o for MiSFIT, averaging across regions). In terms of reliability, MiSFIT’s estimates
are, on average, far more reliable (12.52 against MAPL’s 3.73).

Note the evaluation of the NG based on ground-truth is far more difficult than it is for the PA,
since the definition of the NG is tightly related to the MAP-MRI representation: with MAP-MRI,
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the closest Gaussian is trivially computed as the first addend of the expansion, so that the non-
Gaussian part of the EAP is orthogonal to its Gaussian part. This property is unique to MAP-MRI,
and does not hold neither for MiSFIT nor for the designed ground-truth signal. Consequently,
it remains unclear if our ground truth is actually the desirable target. Given this situation, the
reliability analysis grants a valuable quantitative information without the need of a ground-truth.
In this sense, MiSFIT outperforms MAPL’s estimation of the NG in 7 out of the 11 regions studied,
including the CC. Taking also into account that MiSFIT offers a higher dynamic range for the NG,
see Fig. 3.3 (left), we postulate that MiSFIT can be an attractive alternative to compute this index.

The focus on reliability rather than just repeatability was one of the main goals of this thesis.
In this first contribution, we have taken initial steps toward developing this perspective and have
begun to show that repeatability alone is not sufficient. In doing so, we concluded that assessing
the reliability is mandatory when comparing different dMRI techniques, specially those that are
based on the EAP, given that such imaging approaches crop the otherwise infinite bandwidth of
the diffusion signal in different ways, depending on the representation used. The main limitation of
the reliability assessment is the need for a robust inter-subject registration, so that the registration
error does not become a critical confounding factor. In this sense, the repeatability values added
to the analysis together with the computation of bootstrapped FoMs in Table 3.2 gives an idea of
the confidence we can put on the results in Table 3.1. As long as the coefficients of variation are
relatively large in all cases, we may conclude that more work is needed to pose the assessment
of reliability as a state of the art procedure. Later in the document (see Chapter 5) in line with
subobjective SO3, we dive into the reliability assessment and present a comparative study of EAP-

based models and methods, together with a framework that is robust to intra-region registration.

A critical issue with previous implementations of both the PA and the NG is their time-
consuming nature, unsuited for clinical practice. According to Table 3.3, the time required for
processing an entire volume of the MICRA database with MAPL is well over 8 hours when
Generalized Cross-Validation (GCV) and Positivity Constraints are used. For a subject in the
HCP database, this time can grow up to 52 hours. Provided that for a clinical study a whole
database needs to be processed, researchers will be compelled to use sub-optimal configurations,
without positivity constraints, with fixed Laplacian penalty terms, or cropping the maximum order
of the basis functions, which will compromise the accuracy of the measures and, in turn, the quality

of the study. MiSFIT, on the other hand, is two orders of magnitude faster for any configuration.

It must be noted that we used MAPL’s DIPY implementation because, at the time, it
was the only available option and, for the sake of fairness, we wanted to use the original
authors’ implementation. Currently, newer implementations of MAPL exist that address its
time-consuming nature (see Tristdn-Vega, A. and Aja-Ferndndez, S. and Parfs, G., 2022). While
this implementation is still slower than MiSFIT, it is up to an order of magnitude faster than
DIPY’s for similar configurations; and is what has enabled the systematic study presented in
Chapter 5. Although MAPL and MiSFIT use different optimization strategies (MAPL includes
non-negativity constraints and GCV, while MiSFIT relies on regularization without positivity
constraints) the computational time evaluation was done in the context of achieving an accurate

representation of PA and NG markers.
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To sum up, in this work the PA and NG measures have been introduced, their equations derived
for MiSFIT’s full composite attenuation signal and their performance within such framework
validated. Both measures, with several proven clinical applications, result in consistent and reliable
maps. All of this, together with MiSFIT’s proven efficiency make the MiSFIT framework qualified

for the new standardized dMRI protocol within clinical settings.
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That which does not kill us makes us stronger.

— Nietzsche (1997)

Contribution: Rician bias effects on biophysical

models

Abstract

Rotational invariants (RI) are at the root of many dMRI applications. Among others, they are
presented as a sensible way of reducing the dimensionality of biophysical models. While thermal
noise impact on diffusion metrics has been well studied, little is known on its effect on spherical
harmonics-based RI (RISH) features and derived models. In this chapter, we evaluate the effect

of noise on RISH features and downstream Standard Model Imaging (SMI) estimates.

Using simulated and test/retest multishell MRI data, we assess the accuracy and precision
of RISH features and SMI parameters in the presence of thermal noise, as well as its robust-
ness to variations in protocol design. We further evaluate the SMI estimator that elevates
the need of RISH features.

RISH (and SMI) features are impacted by SNR-dependent Rician biases. However, higher-
order RISH features are susceptible to a secondary noise-related source of bias, which not
only depends on SNR, but also protocol and underlying microstructure. Rician bias-correcting
techniques are insufficient to maximize the accuracy of RISH and SMI features, or to ensure
consistency across protocols. SMI estimators that avoid RISH features by fitting the model to
the directional diffusion MRI data outperform RISH-based approaches in accuracy, repeatability,

and reproducibility across acquisition protocols.
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RISH features are increasingly used in dMRI analysis, but prone to various sources of noise
that lower their accuracy and reproducibility. Understanding the impact of noise, and mitigating

such biases is critical to maximize the validity, repeatability, and reproducibility of dMRI studies.

4.1 Introduction and Purpose

Consistent with the aims of this thesis, specifically that in goal SO2, we seek to enhance the
reliability and stability of microstructural biomarkers derived from SMI (see Section 2.4.4) by

studying and mitigating the thermal noise and its effect on downstream estimates.

As mentioned in Chapter 2, biophysical models in anisotropic brain white matter tissue have
a high dimensionality given the necessity to parametrize the fODF, possibly resulting in poor
precision and robustness (Jelescu et al., 2016a; Novikov et al., 2018a). An initial strategy to reduce
the number of model parameters of biophysical models is the adoption of simplified models of the
fODFs, e.g. Watson or Bingham distribution, with the risk of reduced validity (Zhang et al., 2012;
Fieremans et al., 2013; Tariq et al., 2016). Alternatively, the dimensionality of biophysical models
can be reduced by extracting rotationally invariant signal features that encode the microstructural
information of fiber fascicles, but not the macroscopic orientation distribution function of such
fascicles, disentangling microstructural properties from their ODF (Mirzaalian et al., 2015; Reisert
et al., 2017; Novikov et al., 2018a). In other words, rotationally invariant features, typically
derived from the SH representation of the DW signal (see chapter 2.3.3), are agnostic to any kind
of rotation that data might endure, thus removing the directional dependency of the signal.

Today, rotationally invariant signal features form the basis of numerous biophysical models
of the white matter (e.g. Reisert et al., 2017; Pizzolato et al., 2022; Veraart et al., 2023, etc.),
or the gray matter (Palombo et al., 2020; Jelescu et al., 2022). Common examples include the
Spherical Mean Technique (Kaden et al., 2016), Standard Model Imaging (SMI, Novikov et al.,
2018b), Axon Diameter Mapping (Veraart et al., 2021), Free Water Imaging (Pasternak et al.,
2009; Tristan-Vega et al., 2021), Soma and Neurite Density Imaging (SANDI, Palombo et al.,
2020), and Neurite Exchange Imaging model (NEXI, Jelescu et al., 2022). Within the context of
modeling, the most commonly used rotationally invariant signal feature is the “spherical mean”
(Mirzaalian et al., 2015; Kaden et al., 2016), which is proportional to the zeroth order spherical
harmonic coefficient, but the use of higher orders have recently been promoted as it provides
complimentary information (Reisert et al., 2017; Novikov et al., 2018b; Zucchelli et al., 2020;
Pizzolato et al., 2022; Pieciak et al., 2024). Therefore, for anisotropic tissue, including higher
order rotational invariants, e.g. [ = 2 or above, provides additional equations to resolve the
model while lowering the necessity for numerous b-shells, thereby making biophysical models

compatible with many publicly available data sets (Coelho et al., 2024).

Alongside their use in biophysical modeling, rotationally invariant features are also used as
sensitive biomarkers in the analysis of diffusion MRI data (Chamberland et al., 2021; Ward
et al., 2023; Raven et al., 2023), or as features to drive data harmonization across scanners and
protocols (Mirzaalian et al., 2015, 2016; Karayumak et al., 2019) and to train deep learning

tools (Chamberland et al., 2021). As we witness an increased use of rotationally-invariant signal
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features for a variety of analysis approaches, it becomes increasingly important to understand
the confounds in its quantification, including its robustness to experimental factors such signal-

to-noise ratio (SNR) or protocol design.

Despite increasing attempts to achieve higher SNR through hardware and software improve-
ments, e.g. increasing field strengths (Balchandani and Naidich, 2015), stronger imaging gradients
(Setsompop et al., 2013), better receiver coil arrays (Wiggins et al., 2009), denoising (Veraart
et al., 2016a), etc., dMRI is an imaging technique that is intrinsically poor in SNR. Thermal
noise impacts the quantification of diffusion metrics in various ways, with eigenvalue repulsion
(Pierpaoli and Basser, 1996) and Rician biases (Jones and Basser, 2004) being notorious examples.
With decreasing SNR, a noise-related signal bias, often referred to as Rician biases, result in
an underestimated apparent diffusivities and fractional anisotropy and overestimated kurtosis
values if parameters estimators do not explicitly account for the actual probability distribution
function of magnitude MRI data (Jones and Basser, 2004; Veraart et al., 2011). In the context
of biophysical modeling, Rician biases have been associated with a still water fraction (Uhl
et al., 2024). Yet, little is known on the impact of noise on rotational invariants and on

downstream derived biophysical model parameters.

In this chapter, we assess the effect of thermal noise on rotational invariants, via both simulated
and in vivo data. We also evaluate the effect of noise in downstream biophysical models that are
derived from such rotational invariants by taking a look at the SMI microstructural parameters.

Finally, we propose and evaluate correction strategies.

4.2 Theory

4.2.1 Rotationally-invariant spherical harmonic features

Although previously discussed in Chapter 2, the full derivation of the SMI framework is included
here to ensure this section is self-contained. The attenuation signal S(b,g), acquired for a

diffusion-weighting strength b and gradient direction g can be represented as:

S(q) = / /5 (n)K(q)dn = (& ® K) (q), (4.1)

where ®(n) is the fODF, normalized so that [ dn®(n) = 1, and K the signal response kernel
of a fascicle aligned to the direction n (Jespersen et al., 2007; Reisert et al., 2017). Similar to
Novikov et al. (2018b), we normalize dn = % so that [ dn = 1. The fODF ®(n) is typically

parameterized by means of its projection onto the SH, such that:

oo l
dm)=1+ > > p'Y"(n), (4.2)

=2, m=—I
l even

where the SH of degree | and order m is given by Eq. 2.9. Notice that only real and even

SH (even orders of ) are being introduced under the assumption of antipodally symmetric
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diffusion (Tournier et al., 2004).

Similarly, for a given b-value, S(q) = S(b,g) samples the signal Orientation Distribution

Function, which can also be parameterized in such SH basis using coefficients S (b):

e l
Shg)= Y. > SIOY"(g) (4.3)
=0, m=—1

l even

While S]"(b) are dependent on the orientation of the underlying microstructure, we can
derive RISH features of the [-th order Sj:

(4.4)

with N; = y/47(20 + 1) being a normalization parameter (Mirzaalian et al., 2015; Reisert et al.,
2017; Novikov et al., 2018b). We limit ourselves to the Oth and 2nd order RISH features
(I =0 and I = 2) assuming sufficient signal smoothness to ensure exponential decay of higher-

order contributions, therefore resulting in:

Sot) = || 500, (45)

S(b) = ﬁ ;2 [z . (4.6)

and

Note that Sy is often referred to as the spherical mean. S, on the other hand, is closely related

to the recently introduced spherical variance (Pizzolato et al., 2022).

4.2.2 Biophysical modeling

Model

The SMI draws an overarching picture of biophysical models that describe DW signal as a
sum of non-exchanging Gaussian compartments (Novikov et al., 2018b). The signal kernel K
of Eq. (4.1) is defined as in Eq. (2.76).

The kernel parameters, corresponding to the microstructural parameters to be estimated within
the white matter, are defined in Section 2.4.4 as the intracellular signal fraction f, and longitudinal
intra-cellular diffusivity D,; and the extracellular parallel Dﬂ, and perpendicular D} diffusivities.

Note that intracellular perpendicular diffusivity is assumed to be zero (Veraart et al., 2018).
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Following the parameterization of the fODF in the SH basis, Eq. (4.1) can be rewritten as:

0o l
Shg)= > > pl'Ki(b;0)Y"(g), (4.7)

=0, m=—1

! even
where K is the projection of the response kernel onto the Legendre polynomials for a given set
of parameters 0 = [f, Da,D!,Dé-], as per Funk-Hecke’s theorem (Hobson, 2012).

We can further simplify this equation, by representing S(b,g) in the SH basis,
S7(b) = pi" Ku(b; 0), (4.8)
or the derived rotational-invariant features:

Si(b) = pKi(b; 0), (4.9)

with p; = N%\/ Zinzfl ‘p{”}Q.

The fODF rotational invariants p; are either defined as pg = 1, or estimated as part of the

microstructural parameters that measure the coherence of the fODF p.

Note that, for I = 0, the number of parameters is 4 (f, Da,Dﬂ,Dj), whereas for [ > 2,
additional modeling parameters p; have to be estimated. The coherence index po varies between 0

and 1. For a fully isotropic fODF, ps = 0, while a delta distribution on a sphere has ps = 1.

Fitting

Given the multitude of SMI representations, e.g. Eqs. (4.7) and (4.9), it is clear there is no unique

way of model fitting to extract the parameters of interest from dMRI data.

The biophysical model parameter vector © is most commonly estimated by minimizing the
equation (2.80). In its essence, this presents a two-step fitting process SH-SMI, referencing
the intermediate step of estimated SH coefficients S;™(b) and derived rotation-invariants So(b)
and Sa(b). S;*(b) is commonly estimated using linear least squares (LLS) estimators as it is
computationally efficient and various software libraries provide open source implementations of

such estimators (e.g., MRtrix, by Tournier et al., 2019):

Sp"(b) = argmin )~ (S(b,8;) — Y™ (gn))”, (4.10)

which has a trivial closed-form solution. Note that IV, is the number of DW signals with b-
value b. This two-step fitting process is commonly used in many of the above listed models
(SMT from Kaden et al., 2016; SMI from Novikov et al., 2018b; SANDI from Palombo et al.,
2020; NEXI from Jelescu et al., 2022, etc.).

Alternatively, one can bypass the intermediate step of computing rotational invariants.
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Following (4.7), we can estimate the model parameters, alongside the fODF, directly from

the DW data S(b,g) using the following nonlinear least squares estimator:

2

N L l
o — i o) m . ] )
argmin Y~ | S(brg)~ > Y A'Ki(b:@) (4.11)
Jj=1 =0, m=—1
l even
Note that the superscript denotes the number of estimation steps of the approach. Equation (4.9)
first extracts RISH features and then fits the signal via Eq. (2.80) , whereas Eq. (4.11) fits
the signal directly. This single-step fitting (or direct fit, DF) strategy was initially proposed by
Jespersen et al. (2007). While SH-based modeling approaches gained interest, preliminary results
suggested the impact of direct fitting in settings where DW data is not acquired in conventional

b-shells, by design or due to gradient nonlinearities (Henriques et al., 2018).

The estimators of S;"(b) and 0™ are (asymptotically) unbiased if the DW data S(b,g)

are Gaussian distributed.

4.2.3 Data distributions
Rician distribution of dMRI data

The reconstruction of DW images typically includes the computation of the magnitude of the
otherwise normally-distributed, complex-valued MR image. Their phase—sensitive to macroscopic
tissue motion due to cardiac pulsation, perfusion, and others—varies from image to image, and
impedes further modeling if not corrected or omitted (Eichner et al., 2015). In computing the
magnitude s, its distribution is no longer Gaussian, but Rician under some often-met conditions
(Aja-Ferndndez and Vegas-Sanchez-Ferrero, 2016). Therefore, the probability density function
p(s|lv,o) of magnitude MRI data is then:

2 4 2
p(slv, o) = %exp (s+211) 1y (8—12]) , §>0, (4.12)
o 20 o

where v is the noiseless signal amplitude, o the Gaussian noise standard deviation and I the

Oth-order modified Bessel function of the first kind (Gudbjartsson and Patz, 1995; Aja-Ferndndez

and Vegas-Sanchez-Ferrero, 2016). Its conditional expectation is given by the formula:

s —v?
E[s|v, o] =,u:0~\/;-L1/2 (W) (4.13)

with L, /5 being Laguerre’s polynomial. The positive offset between y and v is SNR-dependent,
exacerbated on the low-intensity data points such as those acquired in higher b-values, and often
referred to as the Rician signal bias. This signal bias impacts the accuracy of the estimated
model parameters (Pierpaoli and Basser, 1996; Jones and Basser, 2004; Veraart et al., 2011;
Tristdn-Vega et al., 2012; Kerkela et al., 2020).
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Correction approaches

Common estimators, such as least squares estimators are biased if the data is Rician distributed.
The magnitude of the bias is SNR-dependent, but cannot be ignored if any of the DW signals
has an SNR below 2 (Gudbjartsson and Patz, 1995). To address this issue, various strategies
have been presented to mitigate the bias either (1) by lowering the initial noise level in the
complex (Cordero-Grande et al., 2019; Moeller et al., 2021) or spatial domain (Varadarajan
and Haldar, 2015; Pieciak et al., 2024), or (2) by mitigating its propagation to the dMRI
metrics by means of maximum likelihood estimators (Sijbers et al., 1998; Aja-Fernandez and
Vegas-Sénchez-Ferrero, 2016), conditional least squares (CLS, Veraart et al., 2013, or signal

transformations (Koay and Basser, 2006).

In this chapter, we make use of a CLS implementation embedding the Rician expectation (Eq.
(4.13)) to offset model predictions (Veraart et al., 2013; Uhl et al., 2024):

N
vcLs = arg minz (si — Els|v,0])? (4.14)

K2

where s; are the observed signals, and the model prediction term is replaced by their corresponding
Rician expectation with v being the model prediction itself and o the Gaussian noise standard

deviation. We will here refer to Rician Bias Correction (RBC) when using this approach.

Such estimator is a generic approach that can be adopted to estimate S;™(b) or 6(1), by
modifying Eqgs. (4.10) and (4.11), accordingly. Unlike maximum likelihood estimators, we model
the signal offset due to the Rician signal bias using its expectation value only, thereby ignoring
higher order terms of the data distribution. As demonstrated by Veraart et al. (2013), such an

approach is favorable if the data distribution has been altered during image preprocessing.

Non-central Chi distribution of RISH features

Note that the S]"(b) coefficients are not noise-free. Indeed, they are asymptotically normal (under
the central limit theorem) with their standard deviation dependent on ¢ and scan protocol,
e.g. number of gradient directions. By definition, the rotational invariant Sy will thus be
(asymptotically) Gaussian distributed. However, assuming the same variance on each of these
ST coefficients (with m ranging from -2 to 2), the S5 follows a noncentral Chi distribution (Aja-
Fernandez and Vegas-Sénchez-Ferrero, 2016). Similar to the Rician distribution, the expectation
value of the noncentral Chi distribution exceeds its underlying noise free value. Therefore, Sa(b) is
promue to a systematic numeric bias that depends on the noise level of S} (b), which is impacted by
various factors, including SNR of data, data preprocessing steps such as denoising, and scan protocol.

Note that this source of bias is complementary to any errors that arise from Rician signal biases.
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4.3 Materials

4.3.1 In silico data

We evaluated the properties of the various estimates using simulated data for varying b-values,
gradient directions, biophysical model parameters, fiber configurations, and SNR values. Eq. (4.7)
was used as a forward model to generate simulated DW signals for given parameters, setting
Liyax = 6. For crossing fiber configurations, we generated DWI signals for two fascicles that
are rotated with respect to each other by a rotation angle «, but identical otherwise. These
signals were added with relative weight w prior to adding noise. We added complex Gaussian
noise with ¢ = 1/SNR, for different SNR values, prior to computing the signal’s magnitude,
cf. Veraart et al. (2013). The resulting DW data is Rician distributed (Gudbjartsson and Patz,
1995). All parameter settings are specified when relevant in the following sections. However,
briefly, SNR varied between 5 and 45 in our experiments. In agreement with our in vivo MRI
data, b-values were generally set to [500, 1000, 2500, 6000] s/mm?. Unless specified otherwise, the
biophysical model parameters were uniformly sampled within the following ranges: f € [0.25,0.75],
D, € [0.5,2.5] ym?/ms, D! e [0.5,2.5] um?/ms, D+ € [0.1,1] pm?/ms and py € [0, 1]. Moreover,
the elevation angle between two simulated fibers was randomly set to [0,7/2]. Finally, the

number of gradient directions was set to 32.

4.3.2 In vivo dataset

This study presents the secondary analysis of test/retest AMRI data introduced in Section 1.4,
specifically we have used the CUBRIC - Test/Retest dataset to evaluate the performance of the
proposed strategies on real-life data (Henriques et al., 2021; Veraart et al., 2021).

Data Preprocessing: Preprocessing of the data included detection and removal of signal
outliers (Andersson et al., 2016) and the corrections for Gibbs ringings (Kellner et al., 2015),
subject motion, and susceptibility and eddy current distortions (Andersson et al., 2003). Gradient
nonlinearities were corrected by scaling the b-value voxel-by-voxel (Rudrapatna et al., 2020).
The noise level was estimated from the data acquired with b-values up to 1000 s/mm? using
MPPCA (Marchenko-Pastur Principal Component Analysis) with a window size of [5,5,5] to

avoid Rician biases in the noise map (Veraart et al., 2016a).

ROI Analysis: We performed image registration using the ANTsRegistrationSyN tool (ANTs
toolbox) between the subject’s FA map and the JHU FA template (JHU-ICBM-FA-1mm). The
registration was only computed for the subject’s test data and includes both an affine transformation
and a diffeomorphic warp field. The JHU labels (JHU-ICBM-labels-1mm; Analysis Group, FMRIB,
Oxford, UK.; Smith et al., 2004) were then transformed into the subject’s space by applying the
inverse transformation using nearest neighbor interpolation. We accounted for any misalignment
between the test and retest data using an additional rigid registration transformation. Each of
the white matter regions of interest (ROIs) was then masked by means of threshold masks of the

white matter tract density imaging (WM-TDI; Calamante et al., 2010), removing voxels that were
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not intersected by tracts and thus, possibly contaminated by partial volume effects. Finally, ROIs
containing less than 50 voxels were discarded. A representative of each region (a total of 27 out

of the 48 original labels) was computed as the median for each SMI estimate.

4.4 Method

4.4.1 Parameter Estimation

The microstructural parameters within the SMI framework are estimated by means of two
estimation strategies, which are derived from Egs. (2.80) and (4.11), respectively. For convenience,

equations are included here.

1. The first approach 0, first estimates §lm(b) (Eq. (4.10)) and derives the corresponding
Si(b) (Eq. (4.9)). Thereafter, it estimates the standard model parameters 02 using Eq.

(2.80):
(4.15)
(4.16)
R Ny Lo )
8 —argmin > J—Q‘Sl(bj)—pll(l(b,e)‘ : (4.17)

j=1 1=0,
l even

2. The second approach, §(1), fits the standard model directly to the direction DW signals as

in Eq. (4.11):
2
N N L l
e“>=argmeinz; S(b;.g5) — lzoj le?LKz(b;G) : (4.18)
J]= =U, m=—

l even

The estimation of §;”(b) and ) can be performed using the least squares estimators of
Egs. (4.10) and (4.11), respectively. However, to account for Rician signal biases, we will compare
such estimators to the CLS estimators, 6%1])30 and 6;2%0), that model the Rician expectation value
operator at the relevant steps. Following Eq. (4.14), the Rician bias correction requires prior
knowledge of the noise level. For simulated data, we know this value by design, while for the

experimental data, we use the noise levels as estimated in Section 4.3.2.

All code was implemented using standard library functions from the optimization toolbox of Mat-



88 4.5. Results

lab.

4.4.2 Statistical Analyses

In this study, we measure the test/retest repeatability of estimators and we quantify the agreement
between two sets of measurements to quantify the robustness of the estimators to variations
in scan protocols. The agreement between scan protocols is done by using half of the last b-
shell (b = 6000 s/mm?) gradient directions. We will use the coefficient of variation between
two repeated measurements to measure test/retest reproducibility, whereas Lin’s Concordance
Correlation Coefficient (CCC; Lawrence and Lin, 1989) is used to measure agreement between

two paired measurements.

Test /retest repeatability: To assess the repeatability and reliability of the metrics, the
Coefficient of Variation (COV) were computed as follows:

— 7 5 T Tir|
it — Tir
= -— —— x 100[% 4.1
COV N ;1 . - x 100[%] (4.19)

with z;+ and z; being test and retest measurement of a diffusion metric-of-interest of the i-th

subject, respectively, and S being the number of subjects.

Concordance: The agreement between two subject-matched sets of measurements of a

diffusion metric of interest was computed as follows:

2anJy
px — py)? +U§( +032/

b= ¢ (4.20)
where pc is the Pearson’s correlation coefficient between X and Y, and pux and py their
averaged value. X and Y are both [N, 1] € RY vectors, representing a diffusion metric for

each subject and measurement measurement.

4.5 Results

4.5.1 Simulations: Thermal noise effect on RISH features

Figure 4.1 shows the impact of signal noise on the accuracy and precision of §o(b) and Sy (b) for a
wide range of parameter values (n = 100.000, sampled from distributions defined in Section 5.3)
in relation to the distribution of the dMRI data and the used estimator (LLS versus CLS). We
observe an SNR-dependent overestimation of §O(b) if the dMRI data is Rician distributed, but an
ordinary LLS estimator has been used to estimate §lm(b) The error is significantly reduced when
using the CLS estimator instead. In contrast, §2(b) is prone to error, even in case of Gaussian
distributed dMRI data. We observe SNR-dependent overestimation of §2(b), with an magnitude
of error that is inversely proportional to its underlying value §2 (b). Rician signal biases result in

an underestimation of S5 (b), with a magnitude that is proportional to S(b). The use of a Rician
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Figure 4.1: Rotational invariants §o and §2 estimates against their ground truth for varying
SNR levels: Gaussian noise with LLS estimation (left), Rician noise with LLS estimation (middle), and
Rician noise with CLS estimation (right). Top row: Behavior of Sp. Under Gaussian noise, estimates
are unbiased. Under Rician noise, however, low §0 values are systematically overestimated. This bias is
corrected when using CLS estimators, restoring an unbiased behavior. Bottom row: Behavior of S>. Even
under Gaussian noise, S> tends to be overestimated at low values. Under Rician noise, two sources of bias
emerge: overestimation at low Ss values and underestimation at high values. Applying CLS to Rician
data mitigates the second source of bias, restoring the estimation pattern observed in the Gaussian case.

bias correcting estimator reduces the second error, while the first source of error remains.

Figure 4.2 outlines the impact of SNR, number of gradient directions, and coherence index
p2 (also called microscopic anisotropy index, i.e. the ODF anisotropy RI) on So(b) and S,(b) for
Gaussian and Rician distributed dMRI data. In this single fiber simulations (w = 1), the following
parameters were fixed to f = 0.75, D, = 2.5 ym?/ms, Dﬂ =2 pm?/ms, and D+ = 0.5 pm?/ms.
When not varying, the number of gradient directions was set to 32 and SNR to 30. Moreover, po
was set to 0.2 or 0.6 when varying the number of gradient directions or SNR, respectively. First
we observe that the error in the estimation of §0(b) depends on the SNR and p; in case of Rician
distributed data only. The Rician signal bias results in an overestimation of §0(b), particularly at
low SNR and high ps with relative errors up to 20%. The error in the estimation of S5(b) depends
on SNR, number of gradient direction, and py. However, unlike S (b), S3(b) is subject to such
errors even in case of Gaussian distributed dMRI data. Indeed, for Gaussian distributed dMRI, we
observe an overestimation S, (b) that increases with decreasing SNR, number of gradient direction,
and po. In case of Rician distributed dMRI data, this overestimation is counterbalanced, oftentimes

resulting in underestimation of S, (b). This effect is most pronounced at low SNR and high ps.



90 4.5. Results

20

15

Gaussian
Rician

-10

-15

-20

10 20 30 40 50 20 40 60 80 100 120 01 02 03 04 05 06 07 08 09
SNR Gradients per shell D2

Figure 4.2: Relative error of §0 and §2 estimates in different scenarios: For varying SNR (left),
varying number of gradients per shell (middle) and varying po (right). When not varying, the number
of gradient directions was set to 32 and SNR to 30. Also, p2 was set to 0.2 or 0.6 when varying the
number of gradient directions or SNR, respectively. Top row: Behavior of So. Gaussian noise is unbiased
in all scenarios. Under Rician noise, however, Sy is overestimated in all three cases. The overestimation
diminishes for increasing SNR and decreasing axon dispersion p2. The number of gradients per shell does
not impact the overestimation. Bottom row: Behavior of S2. Under Gaussian noise, S2 is systematically
overestimated and such overestimation diminishes with increasing SNR, number of gradients per shell and
axon dispersion p2. Under Rician noise, however, more complex interactions come to play.

4.5.2 Simulations: Thermal noise effect on biophysical modeling pa-

rameters across estimators

Figure 4.3 illustrates how the errors in the estimation of §0(b) and §2(b) propagate and impact the
accuracy of IS (i.e., SH-based) estimators. Using the same simulated data as used for Figure 4.2,
we demonstrate the impact of SNR, number of gradient directions, and py on 0@ for Gaussian
and Rician distributed dMRI data. As 8® is derived from S, (b) and S>(b) simultaneously, we
observe errors in case of Gaussian and Rician distributed dMRI data, but the direction and
magnitude of the error depends on the data distribution. However, even for Gaussian-distributed
data, estimation errors increase across all parameters as SNR, number of gradients or py decrease,
with errors ranging from a few percent to over 50%. For Rician-distributed dMRI data the
magnitude of the errors typically increases. However, instead of an overestimation, we observe
an underestimation of ﬁj— and ps. While 0® had relatively low errors for high p, values under

Gaussian distributed data, we observe a strong error increase for Rician distributed data.

Figure 4.4 presents violin plots of the error in the estimation of ag%c, 6(2), and 6;1])30 for a
wide range of parameter values (n = 1500, sampled from distributions defined in Section 4.3.1).
Note that (1) is omitted here and in the following figures, as previous results have already

demonstrates that the RBC correction significantly improves the estimation accuracy compared
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Figure 4.3: Percentage relative error in 9@ microstructural estimates for Gaussian- and Rician-
distributed data for varying levels of SNR (left); number of gradients per shell (middle); and axon
dispersion p2 (right). When not varying, the number of gradient directions was set to 32 and SNR to 30;
p2 was set to 0.2 or 0.6 when varying the number of gradient directions or SNR, respectively. Errors arise
from inaccuracies in both So(b) and S2(b), with Gaussian data showing increasing overestimation as SNR,
number of directions, or p2 decrease. Rician noise leads to generally larger errors, typically manifesting as
underestimation, particularly at low SNR and high po.

to the original implementation. Therefore, subsequent comparisons focus on the original 6 and
the RBC-corrected estimators, ég%c and HAS};C. All simulated dMRI data was Rician-distributed
with randomly varying SNR. In addition, we computed the mean squared error (MSE), see Table
4.1. For all metrics, the MSE—a measure that combines accuracy and precision—was lowest

~(1 e .
for 9%])30, indicating superior overall performance.

4.5.3 In vivo results

Figure 4.5 shows the in vivo maps of the different estimates for a single subject’s white matter,
overlapped with its grayscale FA. Overall, we observe a substantial noisy behavior on the

original 0, probably intensified by the degeneracy of the problem and the inability of the
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Figure 4.4: Relative error distributions of SMI microstructural estimates: Solid black line
represents the ground truth (relative error equal to 0). Violin plots show errors in 6(2), 6%2])30, and §§§]§C
across 1500 Rician-distributed dMRI simulations with varying parameters. The estimates’ modes derived
from 8 and Bgl)gc show consistent bias, in contrast to the unbiased estimates obtained from 9%1])30.

branch selection algorithm to correctly decide the solution. In comparison, égl)%C and ég%c
depict more robust and stable maps throughout the white matter. While the difference on
stability /robustness between 0® and the other strategies can be observed in any of the maps,

it is more prominent in the f and D. parameters.

4.5.4 Protocol dependency

Table 4.2 shows Lin’s CCC score obtained for each of the methods (the higher, the better). From
the three methods under study, égﬁ%c outperforms the other methods nominally for all SMI

metrics. Following the guidelines for interpretation (see Akoglu, 2018), the performance of ég%c

ranges from substantial (0.95 - 0.99) to almost perfect. The performance of ég%c is more variable,

ranging from poor to substantial, while 0@ is overall poor.
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Figure 4.5: Real data comparison of the estimation strategies: Comparison between the three
approaches under study of microstructural estimates from in vivo data, masked via WM-TDI (see more
on Section 4.4). Noticeably, 0> outputs noisier maps, probably due to the degenerate landscape of the
problem. This is mitigated in the proposed strategies (ég%c and ég%c), which result in more robust
maps.
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4.6. Discussion and Conclusions

MSE f D, D! DL

G 0.86 0.84 0.85 0.71
6% 0.96 0.84 0.95 0.97
6l 0.99 0.93 0.99 0.97

Table 4.1: MSE of the estimated biophysical model parameters using simulated data with a
wide range of underlying parameters: ech outperforms the other strategies by resulting in the
lower MSE. Bold values depict the lowest MSE values for a given parameter.

ccc £ D, D! DL

0 0.86 0.84 0.85 0.71
6%, 0.96 0.84 0.95 0.97
o). 0.99 0.93 0.99 0.97

Table 4.2: Lin’s CCC of the estimates from the full acquisition protocol against the halved
last shell protocol. 9%1])30 outperforms the other strategies scoring from substantial to almost perfect
results in all parameters. Bold values depict the highest CCC scores for a given parameter.

4.5.5 Reproducibility analysis

Figure 4.6 shows the COV between ROIs medians within test-retest sessions for ég%c and ég%c.
To show the general trend, we perform a weighted linear fit, where the weights are defined by

the number of voxels enclosed within each region.

We observe an improved test/retest repeatability when using ég%c, in particular for the

intra-cellular model parameters. The fit line slope remains below 0.5 in all cases except D! (the
slope is 1.12), implying an improved reproducibility of égl)ac with respect to égl)%C' The average

COV is 25.5% for the 6, 5.8% for é%o and 3.12% for ég%c.

4.6 Discussion and Conclusions

To promote the use of rotational invariants in downstream analyses, support more specific inferences,
and maximize their inter- and intra-site reproducibility, we must understand the confounds in their
quantification, including their robustness to experimental factors such as SNR or protocol design;

as well as develop parameter estimators that have a high accuracy, precision, and robustness.

The so-called Rician signal biases are known to impact the accuracy of commonly used least-
squares estimators of diffusion metrics. Various works have previously reported that ignoring the
Rician data distributions in parameter estimation results in underestimated mean diffusivities and
fractional anisotropy (FA), overestimated kurtosis values, and loss of angular resolution (Jones
and Basser, 2004; Veraart et al., 2011). Here we complement previous works by evaluating the

impact of Rician signal biases on RISH features and SMI parameters.
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Figure 4.6: Test-Retest Reproducibility: Comparison of the COV between the two RBC-derived
approaches for the four microstructural estimates from in vivo data. Colored dots depict COVs calculated
from different ROIs. Dashed black line represents « = y line. Black solid line represents the linear fit of
the dots, weighted by the amount of voxels enclosed within each region. Dotted black lines depict the
95% confidence intervals of the fit. As shown, éé{%c consistently results in similar or smaller COV values,
resulting in fitting lines that range from the identity line to slopes smaller than one. Thus, test-retest
repeatability does not decrease with the proposed é<Rl])30 strategy.

There are various strategies to mitigate the impact of the Rician signal bias. Real-valued MRI
provides a promising avenue if the raw or complex MRI data is accessible (Eichner et al., 2015);
however, most often, there is a need for estimators that model the data distributions explicitly.
While MLE is a popular example due its favorable properties in terms of accuracy and precision,
it has been shown that it is not compatible with the series of image preprocessing steps that alter
the data distribution prior to fitting (Veraart et al., 2013). In contrast, RBC—a CLS estimator
that offsets the model prediction by the Rician expectation value operator—has been shown to
be a more accurate (Veraart et al., 2012) and efficient alternative in mitigating biases in various
diffusion metrics (Veraart et al., 2012; Uhl et al., 2024), which also applies to the estimation of

SHs. However, the Rician bias correction of SH is insufficient to maximize the accuracy of Ss.

We observe that §2 is overestimated when not accounting for the Rician distribution of the DW
data. The magnitude of the error depends on the SNR, underlying diffusion properties, and other
factors that impact the nominal DW signal, including b-value and echo time. The impact of noise

on Sy is less trivial as multiple sources of error contribute. Overall, the Rician signal bias mainly
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results in an underestimation of §27 primarily in voxels with high anisotropy, when compared to
simulations with Gaussian distributed data. Given the high correlation between Sy and FA, it is
not surprising that similar trends have been observed in previous DTI studies. However, when S5 is
low, e.g. in crossing fibers or isotropic structures, there is a significant overestimation of §2, which
is further amplified at low SNR or low number of gradient directions. Indeed, Sy is vulnerable
to a secondary source of noise bias that impacts its accuracy. All SH coefficient estimates are
intrinsically noisy and their noise level depends on the gradient encoding schemes. The noise on
each individual SH coefficient is asymptotically Gaussian, but the computation of the rotational
invariant features skews the noise distribution if the order is larger than 0. Hence, the expectation
value of Sy exceeds its underlying value (Tristan-Vega et al., 2012; Pieciak et al., 2024). The offset
depends on the underlying value and noise level of the SH coefficients, which in turn depends on
the SNR of the dMRI data and the number of gradient directions. The dependency of the errors
in the estimation of Sy and S2 on SNR, scan protocol settings, and/or microstructure is a barrier

to data harmonization and reproducibility of diffusion metrics in a wide range of applications.

The RISH features are commonly used as a basis for biophysical modeling. Therefore, any
of the biases above might impact the accuracy, the reproducibility and inter-site comparison of
metrics derived from the models. We here focus our evaluation of such effects on SMI parameters.
Given that SMI builds upon Sy and Ss, it is vulnerable to both sources of biases. Indeed,
when simulating Gaussian-distributed noise, ps and D, are underestimated, while f and Dﬂ are
overestimated. Similar biases are observed when using a Rician-bias correcting estimator in case
of Rician distributed data. The magnitude of the effects are dependent on the SNR, protocol,
and underlying microstructure. The Rician bias itself might amplify or mask any of such effects,
as it independently biases the parameters as follows: increased f, D, and D!, and decreased
D+ and py. To maximize the accuracy and robustness of SMI parameters across protocols and

studies, it is critical to minimize both noise biases.

Leysen et al. (2023) presented a voxel-wise rank-1 decomposition of SH coefficients of the DW
signal to lower their noise level, hence improving the accuracy of higher order RISH features.
Denoising the raw data or optimizing the experimental design favoring a large number of DW
gradients per b-shell will also improve the accuracy of biophysical models that are derived from
RISH features. While favorable, none of these approaches will resolve the effect in their entirety,
and might not be feasible in limited scan times. Here, we evaluate an alternative fitting strategy
for SMI that avoids the use of SH projections as an intermediate step, thereby evading the second
source of noise. Despite its increased dimensionality, this alternative strategy shows an improved
robustness to noise, reduced prevalence of degenerate solutions, enhanced consistency across
estimates from different protocol acquisitions, and an improved test/retest repeatability scores
when compared to SH-based SMI (see Figs. 4.4 to 4.6, and Tables 4.1 and 4.2). However, the
accuracy of the estimator will depend on the adequacy of the selected SH order to capture the
complexity of the underlying WM configuration. Therefore we recommend its use in DW data

with sufficiently dense sampling of gradient directions (Tournier et al., 2013).

The intermediate use of RISH features was initially motivated by the decreased dimensionality
of the model. Indeed, by disentangling the microstructural kernel from the fiber ODF, the number

of parameters that are to be estimated drops significantly. However, we here show that the
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simultaneous estimation of both the microstructural kernel and the fiber ODF does not negatively
impact the precision of the typical microstructural parameters: f, D,, D!, and DZ}. Instead,
following our experimental data, we observe that maps are overall cleaner, less contaminated by
the significant degeneracies that are commonly observed in SMI. Moreover, the proposed method
offers the opportunity for an integration of microstructure and tractography, by means of an
fODF estimation without the need of a globally-estimated kernel. It must be noted, however,
that the proposed model might be less tuned to the use of alternative estimators, including
machine learning approaches (Nedjati-Gilani et al., 2017; Reisert et al., 2017; Palombo et al.,
2020; Almeida Martins et al., 2021; Coelho et al., 2022).

A key limitation of this study is that the use of this estimator requires prior information on the
data that is not always available. Prior to parameter estimation, (1) it must be verified that the
data of the unprocessed magnitude MRI is Rician distributed, and (2) the noise level is assumed
to be known. In our study, we adopted the MPPCA technique for noise map estimation as it has
been shown to be accurate if applied to uncorrelated Gaussian distributed data. The error in the
noise level has shown to be as low as 1% (Veraart et al., 2016a). In that case, the downstream
impact on SMI parameters using RBC is below 0.5%. To meet that requirement, we estimated
the noise level from the lower b-values only. Note, however, that other estimators might also be
used if proven accurate and can be used interchangeably (e.g. Pieciak et al., 2017, under the

assumption of Rician distributed data; or Henriques et al., 2023 in case of correlated noise).

Moreover, we evaluated the downstream impact of biases in RISH features on SMI parameters
using realistic scan protocols. However, it is important to note that o only exhibits asymptotic
normality and consistency (Veraart et al., 2012). As our accuracy measures are based on normality
assumptions (e.g. mean of distribution), minimal scan protocols may give the appearance of
inaccurate estimates. These errors, however, tend to diminish as the number of gradient directions
and /or b-values increases, with estimates converging to the right solution. We further hypothesize
that our findings can be translated to other models that currently employ a two-step fitting
process centered around RISH features, including axon diameter mapping (Veraart et al., 2021),
SANDI (Palombo et al., 2020), NEXI (Jelescu et al., 2022), and others.

In summary, we evaluated the impact of thermal noise on widely-used RISH features, and its
effect on derived biophysical models such as the SMI. We propose an alternative fitting strategy
bypassing RISH features and correcting for Rician bias via CLS estimators that has proven to
be not only more accurate and robust, but also equal or more repeatable across sessions and

more reproducible across protocol acquisitions.
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The Truth Arises from Misrecognition.

— Zizek (1991)

Contribution: A systematic comparative study of
the reliability of advanced descriptors extracted

from usual signal representations

Abstract

This study aims to advance the assessment of reliability, repeatability and separability in region-
based diffusion MRI by evaluating state-of-the-art EAP-derived biomarkers using a variance decom-
position framework. We examine not only the consistency of measurements across multiple sessions
per subject, but also the separability of individuals. Additionally, we investigate how scanner
quality impacts reliability estimates. Finally, we analyze the statistical power associated with each

biomarker and provide practical sample size recommendations for subsequent group comparisons.

We define repeatability, separability and reliability from a decomposition of a two-way
random effects ANOVA. Two repeated-measures multishell datasets are used to assess the
reliability, repeatability and separability of relevant diffusion metrics: the return probabilities
(RTOP, RTAP, RTPP), non-Gaussianity (NG), Mean Squared Displacement (MSD), and q-

space Inverse Variance (QIV).

EAP-based biomarkers show distinct behavior for the two different-quality datasets. The meth-
ods under study achieve moderate-to-high reliabilities consistently across datasets. Repeatability
appears to be less affected by data quality, suggesting that improvements in data quality may pri-

marily enhance the ability to detect inter-individual differences, rather than reducing within-subject
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variability. While varying across statistical tests, datasets and biomarkers, results confirm that

effect sizes are generally low among healthy population, leading to minimum sample sizes of 150-200.

We provide a reliability comparison of EAP-based biomarkers using an extended variance
decomposition framework that accounts for intra-region variability and potential registration
errors. Our results reveal that while most biomarkers exhibit high reliability, return probabilities
and QIV emerge as the most robust measurements for group-level studies. Regarding the
methods under comparison, HYDI-DSI is the most consistent across scanner quality, yielding
the lowest sample size requirements. MiSFIT performs best with high-quality data, offering
more regions with significant reliability and reduced sample size demands. These findings
highlight the importance of both methodological robustness and data quality in biomarker

selection for group-level diffusion MRI studies.

5.1 Introduction and Purpose

In pursuit of this thesis’s objectives, specifically objective SO3, we aim to assess and compare the
reliability of state-of-the-art phenomenological biomarkers by extending the variance decomposition
framework used in Zuo et al. (2019). By doing so, we analyze the statistical significance that
common biomarkers can attain, and determine the effect sizes each of them can achieve. Finally,
we compute and evaluate the biomarkers with regards to the sample size required to ensure

statistical powerful results in downstream group analyses.

As mentioned in Chapter 2, biophysical modeling, while theoretically more sensitive and specific,
often results in ill-conditioned problems caused by parameter degeneracies. On the other hand,
phenomenological modeling offers better conditioned problems, but might lack interpretability
or specificity. Even so, phenomenological modeling has been proved useful in the assessment of
disease or treatments evolution (Barnea-Goraly et al., 2004; Kraus et al., 2007; Wu et al., 2008;
Madden et al., 2009, 2012; Bosch et al., 2012; Sexton et al., 2010; Clark et al., 2011; Ning et al.,
2015; Fick et al., 2016b, 2017; Wang et al., 2021a; Osa Garcia et al., 2022, etc.).

Still, the adoption of diffusion MRI by clinical settings is troublesome for several reasons,
mainly derived from the economical constraints of such environments which include, but are
not limited to, the extensive acquisition times and/or computational resources required. With
this in mind, many researchers have aimed at developing efficient biomarkers that loosen these
constraints by relying on progressively fewer assumptions. Yet, the challenge of ensuring biomarker

reliability endures in clinical practice.

Reliability assessment in diffusion MRI is somewhat of an obscure science. The lack of ground
truth, specifically in phenomenological modeling, pressures researchers to come up with ways of
evaluating their biomarkers. Some studies end up relying on test-retest consistency estimates to
assess the overall adequacy of the metrics under study (Grech-Sollars et al., 2015; Paudyal et al.,
2019; McDonald et al., 2023; Ades-Aron et al., 2025). Inter-session repeatability is paramount
in preclinical stages of biomarkers development, as it allows to assess treatments or disease

progressions over longitudinal studies by ensuring that the changes do not come from artifacts or
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noise. If a biomarker is not consistent across scanners, motion or preprocessing pipelines, it will not
be adopted by clinical settings as results may reflect noise behavior rather than actual biological
environment. However, repeatability is just not enough: Indeed, a marker that outputs the same
value for all voxels in the brain, no matter the circumstances, will have a perfect repeatability.
Separability, or the ability to distinguish between classes (or subjects), tends to be thrown out to a
less relevant position. While it is true that separability alone may be considered a limited metric,
it is important to recognize that diagnostics without separability is unattainable. Acknowledging
this, other studies (Vollmar et al., 2010; Grech-Sollars et al., 2015; Duan et al., 2015; Venkatraman
et al., 2015; Albi et al., 2017; Merisaari et al., 2019; Laguna et al., 2020; Rosberg et al., 2022)
make use of intra~class correlation coefficient (ICC), which does take into account the separability

amongst subjects by including a between-subject variance term (McGraw and Wong, 1996).

Most studies in the field focus on evaluating the performance of the metrics or models
they introduce, often using their own criteria and datasets, rather than conducting direct
comparisons with state-of-the-art alternatives. As a result, there is, to the best of our knowledge,
no comprehensive systematic review that contrasts different signal representations under a common
framework. An exception to this trend can be found in the case of free water elimination models,
which have been more frequently benchmarked across studies (Pieciak et al., 2025). The work
in this chapter aims to fill that gap by presenting a systematic and comparative evaluation
of phenomenological diffusion models, establishing a foundation for consistent benchmarking
and interpretation. In this context, we evaluate the performance of 5 models that differ on
the number of degrees of freedom, in terms of the reliability they can attain: from the most
assumption-driven and traditional DTT (Basser et al., 1994), to the single-shell AMURA (Aja-
Fernéndez et al., 2020), the efficient MiSFIT (Tristdn-Vega and Aja-Ferndndez, 2021), the de facto
standard MAPL (Ozarslan et al., 2013; Fick et al., 2016a), and the least-restrictive HYDI-DSI
(Alexander et al., 2006; Wu and Alexander, 2007).

Our variance-based formulation of reliability offers a practical and interpretable alternative
to the traditional ICC, particularly in neuroimaging settings where spatial variability and
segmentation uncertainty may impact measurement quality. While ICC is designed to quantify
consistency across repeated measurements using a two-way random effects model, it does not
explicitly account for intra-region variability, which can arise from anatomical mismatches or
partial volume effects. Our framework extends standard variance decomposition by incorporating
this additional variability term, allowing for a more realistic characterization of measurement
reliability in voxel- or region-based analyses. In other words, traditional ICC formulations assume
that all variability not explained by differences between subjects or sessions is random noise.
However, in neuroimaging applications, especially when working with location-specific measures
such as voxels or anatomical regions, additional sources of variability may emerge. These include
subtle misalignments between sessions, imperfections in image registration, or contamination from
neighboring tissue types (e.g., partial volume effects with cerebrospinal fluid or gray matter).
Given that inter-subject image registration is more complex than intra-subject registration, such
errors often affect inter-subject comparisons more severely. By explicitly modeling this intra-region
variability, our framework avoids overestimating reliability and provides a more accurate depiction
of how stable and distinguishable a biomarker truly is across individuals and acquisitions. This

makes the method especially valuable when comparing estimation models or designing experiments



102 5.2. Theory

where anatomical precision and inter-subject differentiation are critical.

Moreover, our framework provides natural extensions for assessing statistical significance and
estimating effect sizes, which are critical for understanding measurement quality in practical
terms. By expressing reliability as a ratio of variance components, we can apply statistical
tests (e.g., F-tests) to determine its statistical significance—a feature not directly supported
by standard ICC formulations. Additionally, by linking this variance structure to observed
effect sizes, we can derive required sample sizes to detect group-level differences, enabling
reliability to serve not just as a descriptive metric, but as a tool for experimental planning.
This makes our approach particularly powerful in research settings where understanding both

reproducibility and group discriminability is key.

5.2 Theory

As previously introduced, a thorough reliability analysis in diffusion MRI requires distinguishing
between multiple sources of variability, including subject, session, and anatomical inconsistencies.
In this section, we formalize a variance decomposition framework that captures these elements,
adapting and extending the formulation introduced by Zuo et al. (2019). From these variance
elements we define repeatability, separability and reliability metrics; which later will be used

to evaluate and compare the aforementioned EAP-based biomarkers.

5.2.1 Variability sources

Our reliability assessment is based on a standard two-way ANOVA variance decomposition,
from which the total sum of squares is split into four uncorrelated terms. Our methodology,
depicted in Appendix D, results in three terms MS;.p,, MS;,., MSEg that portray, respectively,
the deviation of within-subject means with respect to the overall mean (i.e., separability across
subjects), the deviation of each session with respect to the corresponding within-subject mean (i.e.,
inconsistency across sessions) and, finally, the unexplained variability. By defining repeatability as

the complementary of inconsistency (i.e. repeatability = 1 — inconsistency), we obtain:

MSinc

MS
bility = ——osP 2
separability NS, + MSz (5.2)

Note it makes sense to compare each magnitude to the unexplained variability MSg, which
in this case stands primarily for the inherent anatomical variation of the subject inside each
tract, among other effects. For example, if the separability (i.e. inter-subject variation) is small
compared to the intra-subject anatomical variability, a region-based study will not be robust,
since the variability introduced by registration or segmentation will be on the same order as
the true inter-subject differences. Additionally, this formalism allows to compute the statistical

significance of each term by introducing the F' statistic of each one in the same way we do with
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ANOVA tests, by normalizing by their DOF number:

Msinc

Fr. : 5.3
MS

Foep = sep 5.4

which will be tested for statistical significance against F' distributions with B(S — 1) and R — BS

DOF and B—1 and R— BS DOF, respectively. Where B is the number of subjects, S the number

of sessions per subject and R the number of measurements (voxels) inside the region under study

for a given session. It remains to define reliability itself. After the original work by Zuo, we define:
MSgep

reliability = MS... 7 MS,,. 7 MSg’ (5.5)
sep inc

together with the F' statistic:

MS;ep

F,. VT E————
: MS;ne + MSEg

(5.6)
to be tested against a F distribution with B—1 and B(S—1)+R—B.S = R— B DOF. Note MS,,,
comprises both the actual anatomical differences between subjects and systematic, unwanted
contaminants. MS;,. is an estimate of what Zuo et al. call V., i.e. the random noise added to
our measurements as a consequence of the acquisition/estimation procedure. Besides, we add
a third term (MSg) that stands for the intra-region variability. The placement of this term in
the denominator, instead of the numerator, contributes to the state-of-the-art methodology on

reliability assessment, and avoids positive biases in reliability metrics.

5.2.2 Effect size, reliability and sample size

To understand how reliability impacts statistical inference, we rely on a theoretical framework that
relates reliability, effect size, and required sample size under various statistical tests (Kanyongo
et al., 2007). Similar to Fig. 2.15, this relationship is visualized in contour plots, where the x-axis
represents measurement reliability (estimated using the methodology described in the previous
section), the y-axis represents effect size, and the color-coded background denotes the required
sample size needed to achieve a fixed statistical power (typically 80%) at a given significance
level (o = 0.05). For each statistical test (i.e., paired t-test, two-sample t-test, one-way ANOVA,
and two-way ANOVA) a different power analysis model is used, as each test imposes different

assumptions on data structure, variance decomposition, and DOF.

Importantly, when reliability is strictly less than 1, the observed effect size must be corrected
to reflect the attenuating influence of measurement noise. Specifically, the observed Cohen’s d
is adjusted using the factor /R, where R is the estimated reliability, yielding a corrected effect
size: deorrected = observed - V' R. This adjustment accounts for the inflation of the variance due to
unreliability and ensures that the sample size calculations accurately reflect the true discriminative
power of the measure. The resulting plots thus serve as a visual tool to evaluate the interplay

between a method’s reliability and its sensitivity to group differences, allowing one to estimate
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the minimum sample size required to detect statistically significant effects in real-world scenarios.

5.3 Materials

5.3.1 In vivo datasets

This work presents a reliability study based on ZJU and MICRA multiple-session datasets,
both introduced in Section 1.4.

Data Preprocessing: MICRA was preprocessed by removing Gibbs ringing artifacts (Kellner
et al., 2016), via MRtrix3; (Tournier et al., 2019) and correcting susceptibility-induced distortions
(with FSL’s topup; Andersson et al., 2003; Smith et al., 2004) and B1 field inhomogeneity (Zhang
et al., 2001) with MRtrix3. ZJU database was publicly shared in a preprocessed variant. The
preprocessing pipeline first covered an MP-PCA-based noise removal (Veraart et al., 2016b), a
Gibbs ringing artifacts correction (Kellner et al., 2015), an estimation of susceptibility-induced
distortions via FSL’s topup and, finally, correction of both head movements and eddy current

distortions with FSL’s eddy. No further preprocessing was performed.

Additionally, to isolate and assess the impact of scanner quality on reliability estimates, a
downsampled version of the MICRA dataset was created to closely mimic the acquisition protocol
of the ZJU dataset. This involved reducing both the number of diffusion shells and the number
of diffusion gradient directions per shell in MICRA. Specifically, the reduced MICRA subset
retained only the three inner shells (b = [1200, 2400, 4000] s/mm?), with each shell subsampled
to 30 diffusion directions. By matching the sampling scheme of ZJU while preserving MICRA’s
inherently higher-quality scanner data, this design allowed us to evaluate whether differences in

reliability stem from acquisition protocols or underlying scanner quality (e.g. gradients strength).

5.4 Methods

5.4.1 Segmentation

The FA was computed for all subjects and sessions of the database from an in-house nonlinear,
non-negative estimation pipeline of the tensor (Tristdn-Vega, A. and Aja-Ferndndez, S. and
Parfs, G., 2022) where only those samples with b < 2,000 s/mm? were used. The FA maps were
iteratively registered to the ENIGMA template (Thompson et al., 2014) following the procedure
described in Jahanshad et al. (2013), where, at each iteration, all warped FA maps are averaged to
construct a refined FA atlas. Following the method outlined by Tristan-Vega et al. (2008), we used
an atlas that had been aligned with the ENIGMA template but adapted to the specific features of
our dataset. This customized atlas then served as the new registration target. This process was
repeated five times, and all subjects and sessions were then registered to the final atlas to estimate

definitive warping fields. The warping fields were taken into account to map back the 48 labels of
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the JHU atlas segmentation (Oishi et al., 2008) to each subject/session’s native space. Note that,
since the native resolution of the MICRA and ZJU datasets differ from the ENIGMA template,
the voxel populations in the labels are a fraction of what they were in the original datasets.

5.4.2 Computation of metrics

Metrics were all computed using the in-house implementation (Tristdn-Vega, A. and Aja-Ferndndez,
S. and Parfs, G., 2022). In all cases, only those samples with b < 2,000 s/mm? were used to
estimate the DT and derived parameters (such as anisotropic scaling in MAPL and HYDI-DSI).

Other model-specific design parameters are listed below:

AMURA: Given that the model works on a single-shell basis, the reliability results were assessed
via MANOVA across b-shells, using subject and session as predictors. Roy’s largest root was

used as test statistic.

MIiSFIT: The maximum order for the SH coefficients was fixed to L = 6, while the Laplacian
energy-based penalty weighted by A was fixed to 0.001. MiSFIT enforces the EAP to be
strictly positive by using a similar approach as in Cheng et al. (2014).

MAPL: The maximum order for the basis functions was fixed to N = 6, with anisotropic scaling
and a Laplacian energy-based penalty weighted by A. This parameter was estimated using
GCV with greedy search over the logarithmic domain, as in Parfs et al. (2023b). After
the coefficients were found, the scalar measurements were computed, together with the SH
coefficients of the ODF up to order 8 using a mixed analytical-numerical technique (the radial
integrals were analytically computed for a set of 128 evenly spaced orientations, then the SH

coefficients were fitted using the approach described in Descoteaux et al., 2007).

HYDI-DSI: The in-house quadratic-programming (QP) implementation by Tristdn-Vega et al.
(2023) was used (i.e., HYDI-DSI-QP). The grid lattice was set to [4,4,4]. The Laplacian
energy-based penalty was weighted by a term A, which was estimated using GCV with greedy

search over the logarithmic domain (Paris et al., 2023b).

5.5 Results

The tables E.1-F.6 in the Appendices E and F show the detailed results for MICRA and ZJU
datasets, respectively. Each table represents one measurement, and each row one region. The
performance of each EAP-based biomarker is directly represented in the rows, where the best
result has been highlighted in boldface, and the worst in italics. Moreover, we used color-coding to
easily see the statistical significance of all methods: orange numbers represent those results with
p-values below 0.05 but over 0.01 (statistically significant results); red numbers represent those
results whose p-values are over 0.05 (not statistically significant); finally, uncoloured numbers

(black) represent those results whose p-values are less than 0.01 (i.e. highly statistically significant).
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Note that, taking into account the logic behind the repeatability and separability computation
(see Section 5.2), orange and red numbers are good results in the repeatability column, whereas

bad results in separability and reliability columns.

To ease the interpretation, we include a graphical representation of the tables (see Figs. 5.1a
and 5.1b), where the behavior of the metrics across regions is averaged in a 2D boxplot showing
25%—75% percentiles. Results are weighted by the number of voxels within each region, and

do not include significance level at the regional level.

5.5.1 Reliability of biomarkers

Figures 5.1a and 5.1b show the reliability and repeatability of the methods across measures for
the MICRA and ZJU datasets, respectively. The crosses width and height depict the 25th—75th
percentiles of the distributions, intersecting in their median.

The first thing to notice in Fig. 5.1a is that higher repeatability (right-bound) does not
necessarily imply higher reliability (top-bound). Repeatability might be a byproduct of a general
lack of adaptability to the between-subject differences. An example of this can be seen in MICRA’s
AMURA: it scores high in repeatability (the highest in RTOP, RTAP, RTPP, and MSD) yet its
low separability makes it the less reliable marker across all but one metric (MSD). This difference
is mitigated in the ZJU dataset (Fig. 5.1b), possibly due to the smaller samples available per
subject, which hinders the adaptability of the methods to subject differences. Note, however, that
AMURA processes each shell independently, as it operates on a single-shell basis. This may limit

its comparability with fully multi-shell models, as it integrates results from all shells separately.

The most reliable methods are MiSFIT and HYDI-DSI, scoring the highest in MICRA and
7ZJU datasets, respectively. Across all measures, MiSFIT scores an average of 0.98 in MICRA
and 0.84 in ZJU. In other words, 98% or 84% of the variability within MiSFIT’s results can be
attributed to inter-subject differences. HYDI-DSI, on the other hand, scores an average of 0.96
in MICRA and 0.90 in ZJU. The lowest reliabilities are obtained by AMURA (with an average
across measures of 0.88 in MICRA) and MAPL (with an average of 0.76). In fact, MAPL’s
reliability experiences the deepest impact when changing the datasets, falling 20.4% of its value in
MICRA. Even though this fall in reliability is generalized across all methods, it is less relevant:
DTT falls 17%, MiSFIT 13.4%, AMURA 7.5% and HYDI-DSI 6.7%.

Table 5.1 shows the amount of ROIs that result in highly statistically significant reliability
estimates (p < 0.01), for all methods—markers pairs. As can be observed, all ROIs under study
yielded highly statistically significant results for both MiSFIT and MAPL when using the MICRA
dataset. However, when using the ZJU dataset, MAPL drops to 93% of the regions, while
MiSFIT still obtains significant results in 95% of them.
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Figure 5.1: Reliability comparison between models.

5.5.2 Displacement between datasets

Figure 5.2 shows the displacement map that reliability and repeatability suffer when using different
quality datasets. In this figure, MICRA dataset has been reduced to match ZJU using the strategy
described in Section 5.3. For clarity, each method has been assigned a numerical label as follows:
1 - DTI, 2 - AMURA, 3 — MiSFIT, 4 - MAPL, and 5 — HYDI-DSI. A blue line depicts the

impact on repeatability and reliability for a given method.

There exists a clear reduction of both reliability and repeatability (samples move towards
bottom-left corner) when reducing the quality of the datasets, though the fall in reliability

is less pronounced (an average of 13.8% across all methods and measures) than repeatability
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Method MICRA (% Significant Regions) ZJU (% Significant Regions)
o, o, o a - o, o, A, a =
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DTI 90 90 100 100 90 100 - 96 83 81 96 98 81 98 = 91
AMURA 94 94 100 100 96 100 100 98 73 73 100 100 83 100 98 90
MiSFIT 100 100 100 100 100 100 100 100| 94 96 96 92 96 96 96 95
MAPL 100 100 100 100 100 100 100 100| 98 83 92 98 92 98 90 93
HYDI-DSI 100 100 98 100 98 98 83 97 92 90 96 94 88 94 92 92

Table 5.1: Percentage of white matter regions with highly statistically significant reliability (p < 0.01)
for each method and measure in the MICRA and ZJU datasets.
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Figure 5.2: Reliability vs. repeatability displacement across datasets: Displacement of reliability
and repeatability values for reduced MICRA (green) and ZJU (blue) datasets. Numbers represent each
model: DTI (1), AMURA (2), MiSFIT (3), MAPL (4), HYDI-DSI (5). The blue line depicts the impact

on repeatability and reliability for a given method.

(averaging 61.2%). In terms of reliability, MAPL still suffers the most when dealing with lower
quality datasets, falling a 19.9% from the subsampled MICRA to ZJU. When studying the

general behavior of the measures across the datasets, we observe a consistent reduction of

reliability of 0.137 + 0.018 (mean + std).

On the other hand, Fig. 5.3 illustrates the changes in reliability and repeatability measures
when comparing models fitted on the full MICRA dataset versus its subsampled counterpart.

The behavior is markedly more chaotic, with fluctuations that lack a consistent direction across
both diffusion models and microstructural measures. Specifically, reliability estimates do not
follow a monotonic trend: for example, AMURA exhibits a substantial average decrease of -4.81%
in reliability, whereas HYDI-DSI increases modestly by +0.10%. Similarly, MiSFIT and MAPL
show average gains (+0.34% and +0.56%, respectively), while DTI remains nearly unchanged
(40.04%). Across models, the variation is subtler, yet still inconsistent: RTOP and RTAP show
slight decreases (-2.12% and -1.47%), while RTPP exhibits a marginal increase (+0.37%). These
shifts suggest that denser sampling’s impact on measurement stability is not uniform across

different modeling frameworks. This lack of systematicity is visually evident in the figure, where
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Figure 5.3: Reliability vs. repeatability displacement across datasets: Displacement of reliability
and repeatability values for MICRA (yellow) and reduced MICRA (green) datasets. Numbers represent
each model: DTI (1), AMURA (2), MiSFIT (3), MAPL (4), HYDI-DSI (5)

trajectories of reliability and repeatability crisscross rather than aligning in parallel or opposing
trends (as in Fig. 5.2). The results also indicate a more subtle change in the reliability effect

across sampling schemes than across datasets of varying quality.

5.5.3 Effect and sample sizes

Figure 5.4a shows the relationship between reliability, effect size, and sample size, with the behavior
of the five models overlaid according to their ZJU reliability. The relationship between reliability,
effect size and sample size was estimated using the analytical solution of a two-sample t-test power
function (=0.05, power =80%), as in (Zuo et al., 2019). The lines effectively convey the minimum
detectable effect size for a given number of subjects. The x-axis represents the sample size—or
subjects per group—and the y-axis depicts the effect size in standard deviation units (SDUs). The
SDUs are used here so that the comparison of aggregate behavior across measures is fair, as they
account for the normalized variances. ZJU results are used here instead of MICRA’s as they provide

a wide range of reliabilities and thus, yield bigger differences in terms of effect and sample sizes.

As expected, higher reliability models (i.e., HYDI-DSI and MiSFIT) require less subjects for
the same detectable effect size. This effect is barely noticeable at low subjects per group, but
its impact grows with sample size. For example, HYDI-DSI can detect group differences of 1.2
SDUs with 14 subjects, whereas MAPL or DTI require 16 subjects. Lower effect sizes, however,
yields higher sample size differences models with distinct reliability: to detect a group difference
of 0.8 SDUs, MAPL requires 34 subjects, while HYDI-DSI only needs 29.

This difference is stressed in Figures 5.4b and 5.4c—inspired in the work by Zuo et al. (2019),
as previously mentioned. These two figures are shown to visualize the relationship from another
perspective, but in two different points in the curve of Fig. 5.4a. That is, Fig. 5.4b shows
the neighborhood of the effect size of 1.2 SDUs, in terms of reliability (x-axis) and sample size
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Figure 5.4: Effect size and reliability across models and measures. Following the reliabilities
estimated per model, the minimum detectable effect size is estimated in terms of the sample size, or
number of subjects (Fig. 6a). Solid lines depict the models reliabilities, and the color-coded background
represent, together with the isocontours, the attainable effects for a wide range of reliabilities. Figures 6b
and 6¢ describe the same curves when changing the axis (i.e., representing effect size against reliability
and color-encoding the background and isocontours in terms of sample size.

(coloured background). Figure 5.4c¢ on the other hand, shows the neighborhood around 0.8 SDUs.

Figure 5.4b shows the general behavior of measures (aggregated across models and regions)
resulting from the ZJU dataset. To ease the readability, measures are represented by dashed
lines and labeled as RTOP (R1), RTAP (R2), RTPP (R3), MSD (M1), QMSD (Q1), QIV
(Q2), and NG (N). Models are represented by solid lines (following the color-coding in Fig.

5.4a) and labeled as in previous sections.

According to the Fig. 5.4b, QIV yields the highest (0.86) reliability across models, whereas
RTAP results in the lowest (0.70). As expected, this difference leads to a range of minimum
effect sizes that can be detected for a given number of subjects. Similar to the models previously
explained, when the effect size to be detected is high, sample size requirements barely change (e.g.,
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to detect 1.2 SDUs, RTAP requires 17 subjects, whereas QIV only 15). In the same way, detecting
lower effect sizes (e.g., 0.8) requires a minimum of 36 subjects for RTAP and 30 subjects for QIV.

Finally, Fig. 5.4c shows the original ZJU lines (in the same color-coding as in previous
Figs. 5.4a and 5.4b) for the effect size neighborhood around 0.8 SDUs. As mentioned, sample
size requirements vary abruptly when trying to detect low effect sizes in models with different
reliabilities. Here, we also show the model’s behavior when using MICRA dataset (solid lines in
yellow colors) to see the effect of data quality in effect and sample size estimations. Consistent with
previous Sections, MICRA data results in excellent reliabilities across models (they all score higher
than 0.95). Consequently, models that are more affected by data like MAPL or DTT, experience a

pronounced change in terms of number of subjects for a given effect size when data quality varies.

5.6 Discussion and Conclusions

The widespread adoption of diffusion MRI biomarkers in clinical practice has been hindered by
challenges in accurately estimating their reliability. Reliability estimation plays a crucial role
in validating biomarkers, ensuring that they provide consistent and reproducible measurements
across different individuals, sessions, and scanners. Despite significant advancements in diffusion
MRI, the lack of standardized and robust methods for assessing reliability has limited the ability

to confidently translate these biomarkers into clinical use.

In this chapter, we assess the reliability of diffusion MRI biomarkers in MICRA and ZJU
datasets, by extending the methodology proposed by Zuo et al. (2019), whose reliability estimation
method enables the decomposition into repeatability and separability. Repeatability quantifies
consistency within the same condition, while separability evaluates the ability to differentiate
between different groups, subjects or conditions. Importantly, the proposed approach eases
the estimation of inter-class differences and the required sample sizes for group-level studies,
which is crucial in the design of statistically powered experiments. While closely related to the
ICC, our method emphasizes spatially localized reliability estimates across regions, helping to
account for intra-region variabilities such as those introduced by misregistration. In addition,
it offers a path to derive statistical quantities such as effect sizes and p-values, supporting

more comprehensive group comparisons.

An important finding in this work is that repeatability alone is not a sufficient indicator
of a method’s reliability. While some measures, such as the return probabilities, exhibit high
repeatability—with repeatability variance often not statistically significant—this does not nec-
essarily imply high reliability. A clear example of this is AMURA, which shows the highest
repeatability for RTxP but, paradoxically, the lowest reliability by a large margin. This result
underscores the risk of drawing misleading conclusions when relying solely on repeatability

metrics, such as test-retest variability.
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5.6.1 On biomarkers’ reliability

The MICRA and ZJU datasets differ across several acquisition parameters, including the number
of subjects, sessions per subject, diffusion gradient directions and strengths, as well as the
magnitude of diffusion weighting (see Section 1.4). In all these aspects, MICRA represents a more

comprehensive and higher-quality dataset, so higher reliabilities are expected.

MICRA results confirm that reliability is generally high, often exceeding 90%, given adequate
and high-quality data. A more detailed analysis reveals significant differences across methods,
highlighting key insights into their performance and limitations. Among the evaluated methods,

MiSFIT stands out as the most robust, consistently demonstrating the highest reliability.

ZJU results, on the other hand, confirm that reliability is strongly impacted by dataset
adequacy. Reliability falls consistently an average of 13.8% across methods, often scoring in a
range from 75% to 90%. In this case, the highest reliability is achieved by HYDI-DSI, consistently
overperforming other models in all but 2 metrics: RTPP and MSD, in which MiSFIT results in
more reliable estimates. MAPL’s reliability suffers the most when dealing with poorer quality
datasets, falling down from 95% with MICRA to 74% with ZJU.

Certain methods exhibit clear limitations across both datasets. AMURA generally performs
worse than the other techniques, possibly due to its design being tailored for single-shell acquisitions.
This is mitigated when employing datasets with fewer shells from which other techniques can
benefit. A similar argument applies to DTI, which operates on a limited data subset, as b-values
above 2000 s/mm? must be excluded. When comparing the three higher-order methods—MiSFIT,
MAPL, and HYDI-DSI—across datasets, MiSFIT and HYDI-DSI consistently outperform MAPL.
MiSFIT places a higher upper bound on reliability, exploiting the dataset adequacy. HYDI-
DSI, on the other hand, is more consistent across datasets, outperforming other methods in
7ZJU and coming close to MiSFIT in MICRA.

Regarding the different measurements, MICRA’s RTxP and QIV (or ¢MSD, since QIV =
qMSD_l) emerge as the most robust, achieving a balance between high repeatability and reliability.
ZJU results in RTPP and MSD being the most robust metrics. MSD exhibits the poorest
repeatability among all the analyzed metrics, yet its reliability is often over 85%, further reinforcing

the importance of reliability as a key evaluation criterion.

5.6.2 On dataset quality

The effect of data quality is primarily examined in Figs. 5.2 and 5.3. However, this effect is

also perceived in downstream analyses (Fig. 5.4).

While ZJU and the subsampled version of MICRA datasets were matched in terms of the number
of subjects, sessions, and diffusion sampling scheme (i.e., number of shells and gradient directions
per shell), they differ substantially in acquisition hardware. Specifically, MICRA was acquired with
a Connectom scanner equipped with ultra-strong gradients (300mT /m), whereas ZJU was acquired
on a scanner with conventional gradient strength (80mT/m). This key difference enables MICRA
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to achieve the similar diffusion weighting with shorter gradient durations, leading to shorter echo
times and, consequently, higher SNR. Additionally, MICRA images are acquired at a lower spatial
resolution (2 mm? vs. ZJU’s 1.5 mm?), a factor shown to influence reproducibility assessment
(Zhong et al., 2023), and which further amplifies the SNR advantage relative to the ZJU dataset.

The observed drop in reliability for the ZJU’s lower-quality data appears to be primarily driven
by a marked decrease in repeatability, while separability remains relatively stable. This suggests
that data quality has a stronger impact on within-subject consistency than on between-subject
variability. In other words, noisier acquisitions degrade the precision of repeated measurements
from the same subject, reducing repeatability, whereas the distinctiveness between subjects is less

affected, as it reflects underlying biological differences that are more robust to random noise.

These findings are aligned to the behavior of reliability and repeatability measures across MI-
CRA dataset and its subsampled version (Fig. 5.3), where decreasing (or increasing) both the shells
and the number of diffusion gradients per shell does not result in consistent reliability, repeatability

or separability changes. On the contrary, the results follow a more unpredictable variability.

5.6.3 On effect and sample sizes

Effect sizes quantify the magnitude of differences between populations, providing a direct measure
of how distinct two groups are in terms of a parameter. This concept is particularly related to
sample size—or the number of observations included in the analysis—since the ability to detect
a given effect size with statistical significance depends on how large the data sample is. Thus,
estimating plausible effect sizes comes hand in hand with determining the sample size required
to achieve sufficient statistical power. Effect sizes of events of interest (e.g., diseases that affect
specific brain regions, and possibly alter physiological processes, and the ability up to which a
measure can accurately identify such effects) can vary in different ways. These variations are

ultimately tied to clinical aspects, and are out of the scope of this work.

From a preclinical point of view we can, instead, focus on reliability. Reliability mediates the
relationship between effect and sample size. An unreliable model will yield noisier outputs—results
vary randomly for the increased effect of unwanted variabilites—so the true difference between
groups will be masked. In practice, a moderately reliable model will require bigger sample sizes
for the same effect size. Thus, assessing reliability in these terms becomes paramount, as a
model or measure that requires larger amounts of samples to detect the same effect sizes will

unlikely succeed in its translation into clinical settings.

Inspired by the work of Zuo et al. (2019), we have assessed the effect of reliability on the
propagator-based models’ and measures’ sample and effect sizes. By using an analytical solution
of a two-sample t-test power function (a = 0.05, statistical power of 80%), we effectively portray
the relationship between the three factors—reliability, effect size and sample size—resulting in
Fig. 5.4. Given that most the models and measures under study yield moderate-to-excellent
reliabilities, the attainable effect sizes for a given sample size (or, in other words, the required
sample sizes for a given observed effect size) are similar. However, this is only true when the

magnitude of the effect is big (e.g., effect size ~ 1.2 SDUSs): detecting weaker events (e.g., effect
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sizes ~ 0.8 SDUs) result in big differences in sample size requirements. In fact, the growth of

sample size n as the effect size d decreases follows a quadratic relationship (n oc 1/d?).

These results provide a useful framework for optimizing study design and planning, offering
quantitative guidance on how models and measures that yield a wide range of reliabilities might

affect crucial aspects such as attainable effects or required sample sizes.

5.6.4 Limitations

Despite offering a comprehensive comparison across diffusion MRI biomarkers and modeling
strategies, this study presents several limitations. First, all analyses were conducted exclusively
on healthy participants, which, while allowing controlled estimation of variability and test-retest
behavior, may not fully capture the heterogeneity or signal characteristics present in clinical
populations. Consequently, generalizing sample size requirements or effect size expectations
to patient groups must be done with caution. Second, the scope of reliability assessments
relies on specific acquisition protocols, hardware configurations, and pre-processing pipelines,
which may not be representative of general practices across sites or vendors. Finally, while
we emphasize statistical power and reproducibility, the study does not account for biological
validity or ground-truth correspondence, leaving open questions about the biomarkers’ true

specificity to underlying microstructural processes.

5.6.5 Conclusion

This work emphasizes the critical need for a comprehensive assessment of biomarker reliability
in diffusion MRI and provides a comparison of EAP-based biomarkers derived from state-of-
the-art models. In extending the variance decomposition framework by Zuo et al. (2019), we
aim to account for intra-region variability and potential registration errors. We identify clear
differences in biomarkers’ reliability profiles, highlighting the need for an assessment beyond
repeatability. Our results show that diffusion biomarkers tend to have high reliability. With
regards to the models, HYDI-DSI provides the most consistent reliability across different quality
datasets, yielding the lowest sample size requirements on average. In contrast, MiSFIT excels
when data quality is high, producing the highest number of regions with statistically significant
reliability and reduced sample size requirements. These findings underscore the relevance of
considering both methodological robustness and acquisition quality when selecting biomarkers
for group-level studies. The framework presented here offers a practical approach to quantify

effect sizes and guide study design in future diffusion MRI research.



Words are never ‘only words’; they matter because they define

the contours of what we can do.

— Zizek (2006)

Discussion and Conclusions

6.1 Discussion

Diffusion MRI (dMRI) has seen significant advancements in the past decades, but its translation
into standard research and clinical settings remains hindered by technological, economic, and
practical constraints. While high-end laboratories and specialized centers push the boundaries of
microstructural imaging, the widespread adoption of state-of-the-art biomarkers is still limited

by factors such as scanner availability, acquisition time, and computational resources.
This thesis focuses on addressing these limitations by:
¢ Developing novel biomarkers that maintain clinical and research relevance while being feasible
within standard imaging environments.

o Mitigating the effects of thermal noise to enhance the stability and reproducibility of mi-

crostructural biomarkers, particularly in settings where acquisition conditions are suboptimal.

o Extending reliability assessment methodologies to ensure that neuroimaging biomarkers are

not only repeatable but also reliable and applicable in real-world conditions.

By tackling these three key aspects, this work contributes to closing the gap between cutting-
edge research and practical clinical applications.

115
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6.1.1 On efficient biomarkers development

The expansion of dMRI has led to a growing number of diffusion-based biomarkers, each attempting
to capture different aspects of brain microstructure or phenomena. However, many of these
metrics are inaccessible in standard clinical and research environments due to their reliance
on high-field scanners, time-intensive acquisitions, or complex computational models. This
has created a technological divide, where certain biomarkers remain confined to specialized

centers, limiting their broader adoption.

A central aim of this thesis was to develop advanced yet efficient biomarkers—ones that
retain the diagnostic and scientific value of complex models but can be implemented within the
constraints of standard imaging protocols. This led to the proposal of two new metrics within
the MiSFIT phenomenological model: PA and NG, which quantify anisotropic and non-Gaussian
diffusion behaviors, respectively. Both metrics are defined over the EAP, allowing them to capture

essential diffusion properties while remaining computationally efficient.

In relation to SO1 (i.e., developing advanced and efficient biomarkers for the brain’s white
matter), our findings demonstrate that phenomenological modeling remains a viable and promising
approach for clinical neuroimaging. By refining MiSFIT and introducing PA and NG, we
show that accurate and reliable diffusion characterizations can be achieved without the need
for high-end hardware or computationally expensive processing. These results challenge the
assumption that only biophysical models can provide valuable information, reinforcing the role

of phenomenology in practical neuroimaging.

However, despite these advancements, clinical acquisition constraints remain a limiting factor.
Given the strict regulations on scan duration and patient comfort, as well as economic factors
influencing hospital scanner capabilities, simple tensor models like DTT may continue to dominate.
Overcoming this will require further efforts to streamline acquisition protocols while ensuring

that richer diffusion metrics can still be extracted.

6.1.2 On thermal noise effects in biophysical modeling

The push toward biophysical modeling has been largely driven by the promise of more accurate
and biologically interpretable biomarkers. However, these models are highly susceptible to

acquisition-related biases, particularly those stemming from noise.

This thesis specifically investigated the impact of thermal noise on rotationally invariant fitting
procedures, which are commonly used in dMRI biophysical models. These models often assume
Gaussian noise distributions, ignoring the intrinsic Rician nature of magnitude-reconstructed MR
signals. As a result, their parameter estimates become both biased and dependent on acquisition

conditions, introducing inconsistencies in biomarker interpretation.

Our second contribution demonstrates that RISH-based modeling suffers from systematic
biases due to noise, potentially affecting the accuracy of microstructural estimates. Particularly,

the biases that stem from the computation of higher-order rotational invariant features not only
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are dependent on SNR, but also on protocol acquisition and microstructural arrangement of
WM fibers. These interactions render the RISH-based biophysical models, aside from inaccurate,
weakly reproducible. To address this, we propose two potential solutions: (1) Incorporating
noise-informed statistical priors into the estimation process to counteract the effects of thermal
noise; or (2) Avoiding RISH-based fitting procedures, which are particularly susceptible to noise
biases. These improvements directly align with SO2: enhancing the reliability and stability of
microstructural biomarkers by mitigating thermal noise effects. By reducing bias, as well as their
interaction to experimental settings, our findings contribute to more robust and generalizable

biophysical estimates, which is essential for their broader adoption.

Beyond methodological refinements, these results have significant clinical implications. In
standard hospital environments, scanner quality and SNR are often suboptimal, meaning that
noise effects are even more pronounced than in research settings. Thus, ensuring that biophysical
models are resilient to thermal noise effects and acquisition-related variability is a necessary
step toward their real-world applicability. Additionally, these findings highlight the importance
of protocol standardization, as variations in acquisition settings can introduce artifacts that
may not be immediately apparent in controlled research environments. In this regard, further
work is required to quantify the practical impact of these corrections across different scanner

types and acquisition protocols.

Nonetheless, while our proposed solutions mitigate the problem, they do not entirely eliminate
it. Magnitude-reconstructed dMRI signals will always be affected by the presence of Rician bias,
and any correction remains subject to the accuracy of the noise estimation procedures. Furtermore,
the solutions are based on the assumption of Rician distributed signals and, as such, prior signal

processing steps that alter the underlying noise characteristics may compromise their effectiveness.

6.1.3 On biomarkers reliability

The rapid expansion of dMRI research has led to an influx of new biomarkers, yet rigorous
reliability assessments remain a challenge. Most validation efforts focus on test-retest repeatability,
but repeatability alone is insufficient—biomarkers must also be reliable across different acquisition
conditions, scanners, and patient populations. This thesis proposes an alternative reliability
assessment framework, grounded in specificity and sensitivity—two core concepts in clinical
diagnostics. By translating these principles into the evaluation of dMRI biomarkers, we define

a methodology based on:

1. Repeatability (consistency across multiple scans),
2. Separability (ability to differentiate meaningful biological differences),
3. Reliability (overall robustness in various conditions).
Chapters 3 and 4 offer a partial reliability assessment that focus not only on repeatability but

also on separability, showing that repeatability alone is not sufficient to assess a biomarker’s

reliability. Chapter 5 systematizes and generalizes the reliability evaluation and applies it
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to state-of-the-art EAP-based phenomenological biomarkers. This distinction is critical, as
some biomarkers may demonstrate high repeatability yet low separability, leading to misleading
reliability assessments. We also identify key factors affecting reliability, including data sampling
strategies (e.g., DTT’s limitation in high-b acquisitions) and model constraints (e.g., positivity

constraints improving output stability).

Importantly, our results highlight the central role of dataset quality in shaping reliability esti-
mates. High-quality acquisitions, as in MICRA, enable more stable within-subject measurements
and thus higher repeatability and overall reliability. Conversely, lower-quality data—such as those
acquired with conventional gradient strengths—tend to compromise repeatability while leaving
separability relatively unaffected. This imbalance leads to a reduction in overall reliability and,
consequently, an increase in the sample size required to detect statistically significant effects. In

this context, reliability acts as a direct mediator between data quality and statistical power.

We also explored how reliability and effect sizes influence sample size considerations. Even with
moderate-to-highly reliable models and measures, detecting smaller effects requires substantially
larger sample sizes, whereas larger effects can be detected with similar sample sizes across most
models. Importantly, as reliability decreases, the required sample sizes increase substantially,
highlighting the need for robust acquisition protocols and careful model selection in study design.
While we do not provide strict numerical boundaries, our results offer a quantitative framework
linking reliability, effect size, and sample size, which can guide planning and optimization of
future studies. In clinical populations, where effect sizes may be larger or more variable, these

relationships still hold, but pilot data remain essential for accurate power analyses.

This work directly addresses SO3 by extending and applying a robust framework for reliability
quantification, rooted in a two-way ANOVA decomposition of variability. It provides a rigorous
statistical foundation for comparing diffusion MRI biomarkers in a clinically meaningful way.
These results are crucial to ensure that biomarkers developed in research settings can be confidently
translated into clinical practice. Future studies should examine how reliability patterns shift in

pathological populations and further refine power estimation strategies for clinical applications.

6.1.4 Limitations

Limitations in diffusion MRI are many and difficult to overcome. The primary challenge in
this field remains the lack of ground truth, making validation inherently complex. High-quality
acquisitions are also scarce, often limited by scanner capabilities, acquisition time, and the

inherent constraints of in vivo imaging.

The limitations of this thesis can be broadly categorized into four main areas:

Data — All findings in this thesis, as in any diffusion MRI study, rely on the quality and
availability of data. The lack of ground truth data makes it difficult to validate models with
absolute certainty. While ex vivo studies and synthetic simulations provide partial solutions,

they do not fully capture the complexity of in vivo diffusion. Additionally, clinical datasets
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are often heterogeneous and subject to variability in acquisition protocols, which can influence

the robustness of the proposed methods.

Noise — Noise is an intrinsic limitation of diffusion MRI, affecting all stages of data acquisition
and modeling. Although this thesis proposes strategies to mitigate noise-induced bias in
rotational invariant features for biophysical models, these methods cannot fully remove
noise effects. In particular, their robustness has been validated under typical clinical SNR
conditions, but their performance in extreme low-SNR, scenarios—where scan time is severely
constrained—remains to be fully characterized. As such, noise continues to be a relevant

source of uncertainty for the proposed biomarkers.

Models — Every model, by definition, is a simplification of reality. Both phenomenological
and biophysical approaches rely on assumptions that may not hold across all conditions.
While the introduced biomarkers are designed to balance accuracy and feasibility, trade-
offs remain—some diffusion properties are still challenging to capture without increased
model complexity. Furthermore, while this work evaluates models under different acquisition
conditions, their performance in pathological tissues or highly anisotropic environments could

introduce additional uncertainties.

Group Studies — Reliability assessment and clinical translation require large, diverse datasets.
However, diffusion MRI datasets are often limited in sample size, particularly when investigat-
ing specific patient populations. Small sample sizes can lead to statistical biases and overfitting
of conclusions, particularly when analyzing biomarker reliability. While the methodology
proposed in this thesis accounts for these factors, further validation in larger, multi-center

studies is necessary to fully establish generalizability.

Despite its limitations, the work carried out in this thesis contributes to the ongoing effort
to ensure that advances in neuroimaging research have a tangible impact on clinical workflows.
Future work should focus on expanding dataset diversity, refining noise mitigation techniques,

and optimizing models for broader applicability in both clinical and research settings.

6.2 Conclusions

This thesis tackles a fundamental challenge in diffusion MRI: bridging the gap between ad-
vanced research and practical clinical applications. We approach this by developing efficient
biomarkers, improving reliability assessment methodologies, and addressing noise-induced bi-

ases in biophysical models.

Despite these contributions, economic and regulatory constraints remain a significant bottleneck
in dMRI adoption. Clinical settings operate under strict time and cost restrictions, which dictate
scan durations, acquisition protocols, and computational feasibility. This places a hard limit on
what can realistically be implemented in hospitals and standard research facilities, regardless

of technological advancements. Thus, the challenge is not just to develop better biomarkers
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but to design solutions that work within these constraints.

Our findings reinforce the importance of balancing scientific ambition with clinical practicality.
Future research should focus on streamlining acquisition strategies, improving the efficiency of
advanced models, and ensuring that new biomarkers are not just accurate, but feasible. Ultimately,
integrating dMRI into clinical practice will require a multidisciplinary effort—one that combines

technical innovation, economic feasibility, and regulatory adaptability.

This thesis provides incremental but necessary steps toward that goal, contributing to the

broader mission of making diffusion MRI a truly impactful tool in both neuroscience and medicine.

6.2.1 Key Findings

This thesis tackled the challenge of making diffusion MRI-based biomarkers more reliable and
accessible in both research and clinical settings, despite technological, economic, and methodological

constraints. The main contributions of this work can be summarized as follows:

¢ Development of novel phenomenological biomarkers — We introduced and implemented two
new diffusion biomarkers (PA and NG) based on the state-of-the-art MiSFIT model. These
metrics capture key diffusion properties while maintaining computational efficiency, making

them suitable for standard research and clinical environments.

e Assessment of Rician noise effects on RISH-based features — We demonstrated how
Rician bias significantly impacts rotationally invariant-based biophysical models, leading
to systematic errors in parameter estimation. To mitigate these effects, we proposed
strategies that improve the robustness and reliability of RISH-based biomarkers, ensuring

their applicability under varying acquisition conditions.

e Systematic comparison of EAP-based models and markers via a novel and clinically-
relevant framework for biomarker reliability assessment — We extended existing validation
methodologies by incorporating separability and repeatability into biomarker evaluation.
This approach provides a more comprehensive reliability assessment, ensuring that biomarkers
are not only stable but also meaningful for clinical translation. By using this framework, we

were able to provide a robust comparison of reliability among EAP-based models.

Together, these findings offer a meaningful step toward transferring advanced dMRI develop-
ments from the research environment to practical, real-world scenarios, helping diffusion MRI

move toward broader accessibility in neuroscience, medicine, and beyond.

6.2.2 Future Directions

While this thesis addresses key barriers in dMRI adoption, open questions remain. Future

research should focus on:
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Refining and expanding biomarker validation — The proposed reliability framework provides
an important step forward, but further validation in larger, multi-center studies is needed
to ensure generalizability across different scanners, populations, and pathological conditions.
Specifically for within-subject errors and variability, it would be insightful to evaluate the
behavior of biomarkers at different longitudinal scales, comparing the across a series of
sessions, each consisting of several repeated acquisitions. Also, a generalization into a three-
way ANOVA would enable the simultaneous characterization of inter-subject, inter-session,
and intra-session variability, along with their potential interactions, thus offering a more
complete framework for assessing the robustness of the proposed diffusion MRI biomarkers.
Finally, further studies should include biophysical models (SMI, NODDI, etc.) to verify their

suitability for answering scientific questions in either clinical or research settings.

Optimizing acquisition strategies — Standard clinical settings operate under strict time and
economic constraints, limiting the feasibility of advanced dMRI protocols. Future work should

explore adaptive acquisition techniques that balance scan efficiency with biomarker accuracy.

Integrating noise-informed modeling — The findings on Rician bias open the door for further
exploration of statistically-informed biophysical modeling, where noise characteristics are
directly incorporated into the estimation process to improve reliability. Additionally, applying
such informed statistics would be benefitial in phenomenological models like the ones visited
throughout this thesis, as they often use least squares fitting algorithms with no regard for

the underlying noise characteristics.

Ultimately, diffusion MRI still has much to offer, and its future is undoubtedly promising. The
challenge is not just to develop more advanced methods, but to ensure that these advancements

can be adopted in real-world settings, where their impact will be felt the most.

6.2.3 Final Thoughts

Diffusion MRI is a constantly evolving field, where methodological advancements push the
boundaries of what we can extract from the brain’s microstructural landscape. However,
technological advancements alone are not enough—for these innovations to reach everyday research
labs and hospitals, they must align with the economic, practical, and regulatory constraints

of standard environments.

The work presented in this thesis stands as another step toward this goal. By developing
biomarkers that are both reliable and efficient, addressing the impact of noise on biophysical
models, and proposing a clinically relevant framework for reliability assessment, we contribute

to making dMRI more robust, accessible, and ultimately, more useful.

Still, the road ahead is long. Just as a strong river carves its way through the landscape,
diffusion MRI researchers face two fundamental strategies: some strive to control the flow, reducing
its randomness through ever-more sophisticated models and acquisition techniques. Others aim to

understand and harness its nature, adapting methodologies to work with the inherent complexities
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of diffusion. For dMRI to be widely adopted, both approaches must coexist—technological

innovation and practical adaptation must go hand in hand.

This work is just a small piece of that effort, contributing to a larger collective mission:
ensuring that diffusion MRI reaches its full potential, whether in technological development,

neuroscientific discovery, or clinical application.
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Legendre Polynomials Integration

This section shows the resolution of scalar products between SH-spanned functions, since both
PA and NG rely on it. First, take into account that the scalar product of two such functions

f and g can be expressed in spherical coordinates as:

(f(a),9(a)) :// . f(q)g(q)dq=//s /00<> ¢’ f(qu)g(qu)dgdu. (A1)

The squared modulus of f results in || f(q)|* = [;° ¢ [[s (f )? dudq. Casting the attenuation

signal E(q), as in Eq. (3.7), into the previous result, we get.

2

||E qu ||2 / // Z AODF ¢mym( ) dudq (AZ)
f/ 22 AODF )qu _ Z((b;n)Z /Oooq (élODF(Q)) dq. (A?))

lm

To simplify, the integral in the variable ¢ will be done separately by first replacing the convolution

ODF(

factors é; ) =2m f_ll Aopr(z, q)P(z)dz, where Aopr stands for the convolution kernel in

a given shell, see Tristdn-Vega and Aja-Ferndndez (2021):

// v)Aopr( u vigi)dv : Aopr(z,q) = exp(fbi)\l)exp(fbié)\ﬁ), (A4)

where 6y = A\ — AL. Hence, we can continue with the computation in Eq. (A.3):

2

/Ooo (e (q))*dg = /Ooo ¢ (277 /11 AODF(JC,(])Pz($)d1:> dq. (A5)
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which results in:

[e%e] 1
/ a* (9P (q))?dg = 4n* // *Aopr (21, 9)Aopr (72, Q)dQ>PI($1)PJ($2)d$1d$2 (A.6)
0

Py(x1)Pi(x2)
dzrid A7
47TT5J_ (4775, )3/2 // (2px + 23 + 23)3/2 T2 (A7)

(A.8)

mﬁ(ﬁk)

with pyx = A1 /dx. Although the previous equation does not provide a closed form expression, it
shows that the computation of the norm of a function represented as the convolution with an
SH-spanned ODF reduces to the numerical pre-calculation of the integral I;(py) for a sufficiently
large range of p; and for I = 0,2,... up to the desired order.

A.0.1 Propagator Anisotropy for EAP composite signal

In this section, the formulation of the Propagator Anisotropy, as defined in (Ozarslan et al., 2013),
will be developed for MiSFIT’s composite signal. First, let us define PA = v (sin(£(.E(q),. O(q))), €),
where sin(z) will be computed as /1 — cos?(z). The isotropic equivalent .O(q) is defined as

the directional average of .E(q):

O(q) = ﬁ/SCE(qu)du. (A.9)

The attenuation signal, in turn, is expressed in terms of SH basis functions as in Tristan-
Vega and Aja-Ferndndez (2021):

cB(qu) = (1~ f) - exp (—4n7¢* Do) + f - Z PP (@)oY (w), (A.10)

so that .O(q) is trivially computed from the DC component of the expansion:

0(q) = (1~ f) - exp (—4n?1¢* Do) + f & (a)of. (A.11)

e

To begin with, the squared module of the composite signal is obtained by integrating, in spherical

coordinates (unit sphere S and radial coordinate ¢), the squared .F(qu):

llE(qu)||® = / // 1 — f)-exp (—4r Tq2D0 )+ f- Z eOPE () Y™ (u ))Qdudq. (A.12)

l,m

Applying a binomial expansion to Eq. (A.12), we get three terms, namely: isotropic, anisotropic

and mixed. To ease the readability, the squared composite EAP will be expressed as (.E(qu))? =
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E2.(qu) +. E%;(qu) + 2.FEnix(qu), so that we have:

Eiolqu) = (1 f)?exp (=8m’7¢” Do) dg; (A.13)
E2i(qu) = f2Z(ézODF(q))Q(¢§”)2(Yzm(U))2; (A.14)
lm
2. Emix(qu) = 2f(1— f)exp (—4n7¢*Do) > &P" (q)¢)" V™ (u). (A.15)
Im

For each of these operands, respectively:

/ s // cEizo(qu)dudg = (1 —f)247r/ q° exp (—4r°7q° Do) dgq
0 S 0

1

=(1-f)? Do (A.16)
[ [ crtutamanda = 2 36 o, (A7)
0 S l,m
/ 7 // 2cEmix(qu)dudq=&\/é%f)/ q’ exp (—4n’7q" Do) é5°" (q)poda, (A.18)
0 S 0

where the resolution of the second integral, referring to the purely-anisotropic term ||.FEan;||?,

is addressed in Appendix A. The last integral, referring to the integral of the mixed signal
cBEmix(qu), is trivially solved since all SH basis, except for Y, have zero mean. Now, expanding
the ODF 0-th SH coefficients in Eq. (A.18):

1
= 27T/1 Aopr (2, q) Po(z)dz, (A.19)

where A = exp(—b\|)exp(—birz?) results in:

[ee] 1 oo
/ 7 // 2Emix(qu)dudg = 8m/mf(1— f)¢3/ (/ qze_b(D(’*“+5”2)dq> dx
0 S -1 0

_2”2f(1—f)¢8/1 1

(47‘r27’)3/2 L (Do + A+ 5>\w2)3/2 dx
_2n’f(1— f)¢8 2
(4m2765)3/2 (Do/dx 4+ px)\/Do/ox + pxr +1
_AVEI - )

1 0
. A.20
(47‘(’7’)3/2 (D0+)\J_)1/Do+)\||¢0 ( )

Finally, adding all the terms and simplifying the expression, we obtain the following result:

o [ A=0?  ax (0) 7 Avrf(l—f) 0
[ E(qu)||” =+ <( BEE +f ;ﬂ: 73 Ti(pa) + (DD‘F)\J_)\/m(bO). (A.21)
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where ) = (477)~3/2. To compute the norm of .O(q), we use the same reasoning as in Eq. (A.11),
and simply keep the term for [ = 0 in Eq. (A.21):

o[ A=F?  a(0)°n Ay/mf(1—f) 0
[cO@)" =v <(2D0)3/Q +f 597 Zo(pa) + Dot /\L)\/m%) . (A.22)

Finally, note that:

(cE(qu), .0 / / / (qu).O(q)dudq
= /0 N s / /S CE(qu)ﬁ / /5 <E(qv)dvdudg
o () (i)

—in [ 0% ada = 0w, (A23)
0
hence the squared cosine between both two functions reads:

(cE(qu),0@)* _ [.0@]*

COS2 c ’CO = 2 2 :
(£(cE(q),c O(q))) IE(qu)|)? .0()|l lcE(qu)]]

3
(élDOJ;E),/’z + —(Doi(j(lh,{]ﬂ @0+ f2(69)%705 > *To (p»)
= A.24)
(1-1)2 4vmf(1—f) 2 )2 3/2 (
(2D0 3/2 + (DO+)\L)\/DO+/\” ¢O + f Zl ¢l 71'6 Il(p)‘)




Non-Gaussianity for EAP composite signal

As in the previous Section, we define the NG in terms of the sine between two signals, which

is computed from the cosine:

~

NG = sin(£(E(a), «G(a, D)) = /1 - cos?(£(.E(q), G(a,D))), (B.1)

where .G is the DTI-like (Gaussian) propagator. The cosine between the signals, in turn, is com-

puted as:

cos(£(.E(q), G(q,D))) = E@: ClaD) (B.2)

~ lB(@)][.G(a, D))

First, we compute the numerator of Eq. (B.2) as follows:
<cE(Q)7 CG(q’f)» = /// ((1 _ f)e—47-r2‘rq2Do —|—fE(q)> e—4ﬂ2rq2uTﬁudu’ (B3)
R3

where D is the tensor associated to the DTI-like Gaussian propagator. Developing the mul-

tiplication of exponential functions, we obtain:

(E@. GlaD)= -1 [f / et Do Dy

+f / / ®(v) / / / e~ Ta*u B+DY)u gy quy, (B.4)
S R3

where Do = Dgl3, I3 is the 3 x 3 identity matrix and ]5‘)‘, is an elemental diffusion tensor with

eigenvectors A, AL, aligned with direction v € §. Since the integral of the exponential over
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R3 is trivial, we can obtain a simpler solution:
P
+ f / / 1/1 (V)A dv,
‘Do-‘rD \/|D+Dé|

where, as before, 1) = (477)~3/2; and | - | stands for the determinant of a matrix. Now, expanding
the ODF in the SH basis, as ( ) =D 1 @Y™ (v), we obtain the following expression:

(-E(q), .G(q,D)) = (B.5)

wa=f

\/|D0+D z, ¢l // \/|D+DA

Projection onto SH basis

(cE(q), .G(q,D))) = (B.6)

The latter integral represents the projection of the corresponding function in the SH basis,
hence, it can be accurately computed by LS fitting, for all I and m simultaneously, whenever
it is properly sampled over the unit sphere. Such sampling strategy is described in depth
in Appendix B.0.1 and results in:

(E(a), (GlaD) = 2Ty S e (B.7)

A/ |D0+ﬁ| I,m

where [D 4+ D|71/2 = doum S (v). Finally:

. 1—f

(E(a), .G(q,D)) = ¢ +1Y gt - (B.8)

\/|D0+ﬁ‘ lm

The EAP module was computed in Eq. (A.22), and the module of the DTI-like Gaussian propagator
admits the closed form | .G|| = 1(|2D|)~*/2. Hence:

~

D)) = (m i O )2\/®

5 (o7 Avmf(A—f)
(2Do)372 +f Zlm (;2/2 Il( ) (Do +AL)\/m¢O

cos? (CE(q), G(q, (B.9)

B.0.1 Efficient Sampling of Spherical Function

Eq. (B.6) can be seen as a projection onto the SH basis, and can be solved efficiently by properly
sampling |f) + f)é|_1/ 2 in the variable v. This is done by means of a spectral analysis at each

voxel, by making use of the matrix determinant lemma (Harville, 1997):
A +uv’| = (1+vIA u)|Al (B.10)
It can be applied by noticing that the elemental tensor ]/jf; can be written as:

Dv =1/0A\Vy/ (5)\VT—|—)\L13, (Bll)
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The proof is straightforward by noticing that both sides of the previous equation have the same

eigenvalues and eigenvectors. Applying then the lemma in Eq. (B.10):
D + D) = (1 +owT(AL Iy +]5)v) AT + D, (B.12)

which reduces the problem to compute the determinant of A\ I3 + D at each voxel, independent
on the variable v. Note that D is positive (semi)definite and the MiSFIT approach ensures
A is greater than 0, so that Eq. (B.12) is always well defined and may be used to draw an
arbitrary number of samples for v € S. This means the coefficients £™ can be computed with
arbitrary numerical precision up to any desired degree L, with the unique limit being that

imposed by computational load constraints.
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Other results

This section shows some intermediate results that were not included in the document. Contrarily
to the already seen appendices, these are not central to the development of the experiments but

show some interesting results that support the steps finally taken.

Outlier Rejection Procedure:

The main goal of the outlier rejection is to remove those voxels placed in the edges of the WM
regions; thus palliating the effect of misregistration. Fig. C.1 shows different methods for outlier
removal. As it can be observed, some methods offer a more conservative approach and reject
fewer outliers (i.e. standard rejection and mean-based rejection) than others (percentile-based
one). The mean-based rejection is too conservative and there is almost no rejection. The two
percentile approaches are probably too loose and reject many outliers that are placed in the
middle of the WM labels. Therefore, the standard outlier rejection was chosen since it is the
one more aligned with our needs: It successfully removes outliers placed on the edges of WM
labels to palliate any possible misregistration. Fig. C.2 shows the placement of such outliers in
several slices of the first session of the subject 1 of the MICRA dataset.

DTI-like Gaussian Approximation:

The current way of computing the DTI-like Gaussian propagator is motivated by the computational
efficiency that MiSFIT offers. By the way it is formalized, MAPL is built upon successive refine-
ments of the DTT approximation so that the Gaussian equivalent is the diffusion tensor that both (1)

best describes the low b-value (b < 2000s/mm?) regime and (2) mathematically minimizes the cost:

min [[[ 1@ - Gla)da (1)
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Standard Rejection Mean-based Rejection Percentils [20 - 80] Percentils [10 - 90]

-J -.

-J -.

Figure C.1: Outlier Rejection Methods Comparison: Outliers (red) overlayed onto several slices of
the FA map (Subject 1, session 1), using 4 different outlier rejection methodologies: Standard Rejection,
Mean-based Rejection, Percentils [20-80] and Percentils [10-90].

Figure C.2: Standard Outlier Rejection Method: Outliers (red) overlayed onto several slices of the
FA map (Subject 1, session 1), using the standard outlier rejection approach. Note how the outliers are
correctly placed in the edges of the WM regions.
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Figure C.3: 2D joint histograms of both DTI representations (M x N x P X 6).

In MiSFIT, however, we can only aim at obtaining one of both representations. We could
proceed by mimicking Eq. (C.1) via a discretization in a Cartesian lattice, so that the integral
might be approximated with arbitrary precision, and the mathematically optimal Gaussian
computed by means of (possibly constrained) numerical optimization. Nevertheless, this solution
not only would compromise the anatomical interpretation of the NG, since we are no longer
measuring deviations from the standard, low b-value DTI approach; but would also involve
solving a non-linear non-convex optimization problem, where no optimal solution is assured.
Therefore, MiSFIT currently aims at obtaining the Gaussian counterpart that best describes

the low b-value regime, by minimizing:
= S
min belDg, —In | 2F ) |12 C.2
i 1D o () (©2)

Notice the problem is reformulated in its logarithmic domain, where convexity—and thus,
optimality—is assured. Fig. C.3 shows the 2D joint histogram of the tensorial signals (M x N x Px6)
for both implementations. Also, Fig. C.4 show the 2D joint histogram of the NG computed
with both implementations against the MAPL’s map together with both Pearson coefficients. As
it can be seen, there is more similarity between MAPL’s NG and the current implementation

of the NG than the mathematically optimal one.
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Figure C.4: 2D joint histograms of the NG maps obtained with the two implementations
(current implementation, low b-value description, in the left; mathematically optimal, right) against the
MAPL’s NG. Pearson correlation coefficient is included.



Reliability computation from a standard two-way

ANOVA

Let B be the number of subjects and let S be the number of sessions acquired for each subject. For
the j-th session of the i-th subject (1 < j < S, 1 < < B), let R;; be the number of measurements
inside the tract of interest (e.g. all voxels of the RTOP map of the j-th session of the i-the subject

inside the external capsule). We will denote R;. the total amount of measurements for subject i:
s

Jj=1

Conversely, the total amount of measurements corresponding to session j (gathering all subjects),
R, is:

B
R;=> Ry, (D.2)
=1

so that the total amount of data, R, reads:
B S B
R=>">"Rj;=)> Ri=)» Rj (D.3)
i=1 j=1 i=1 j=1

The samples of the dataset (e.g. all RTOP values inside the External Capsule of all subjects and
sessions) will be indexed with the tuple (¢, j,7): {yijr}, 1 <i< B, 1<35<S5,1<r<R;;. With

this notation we can define, respectively, the per subject-session sample mean ¥;;., the per subject
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sample mean ¥;.., the per-session sample mean %.;., and the overall sample mean ... as

R;
_ R
Yij. = Rmrzlymr, 1<i<B;1<5<85; (D.4)
1 R;j 1 S
zjz = R, Z yzjr—Rv ZRijyzja 1<Z<B, (D5)
voj=1r=1 vj=1
1 B Rij 1 B
?j] :FZ yz]r:F Rl]yz]a 1<j<S, (D6)
Ji=1r=1 J =1
1 B Rij 138 18
G = FD D V= g2 Rede = 52 Ryl
R R < R
i=1 j=1r=1 i=1 j=1
1 _
i=1j=1

The standard two-way ANOVA test for unbalanced data splits the total sum of squares (SSt)
into four uncorrelated terms corresponding to subject variability (SSsp), session variability (SSss),

interaction (SSsp—ss), and intra-class (i.e. unexplained) variability (SSg).

B S Ry B
SN - w = Srt - R Yw - 6
i=1 j=1r=1 =1
SSr SSep SS.s
B S S
Y S R szyz. _ SRR+ R
i=1 j=1 j=1
SSsb—ss
B S Rij B S
DD D e — DD R (D.8)
i=1 j=1r=1 i=1 j=1
SSE

Under the usual assumptions of Gaussian distributed, uncorrelated measurements, SS7 has R — 1
DOF; SS,p has B — 1, SSgs has S — 1, SSg—ss has (B —1)(S — 1), and SSg has R — BS DOF.
SSt therefore follows a x? distribution with R — 1 DOF.

We will define SS,e, = SSsp, and SSine = SSss + SSsp—ss (Which will have S — 1 + (B —
1)(S — 1) = B(S — 1) DOF); thereby resulting in:

B B S
SSr = ZE&(?#*@JQ + ZZ ij (Yig. — i)+
i=1 i=1j5=1

Sssep SSine
2

B S
=+ ZZ Zyur Yij- . (D.Q)

1=15=1

SSE
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Once the terms in Eq. (D.9) are normalized by their respective numbers of DOF:

SSsep.
B-1

B(S—1) MSe = 2" pBs

Mssep = Msznc = (D].O)
MSsep and MS;y,. are metrics that portray, respectively, the deviation of the within-subject means
with respect to the overall mean (i.e., separability across subjects), and the deviation of each

session with respect to the corresponding within-subject mean (i.e., inconsistency across sessions).
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Reliability — repeatability Tables: MICRA
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REPEATABILITY SEPARABILITY RELIABILITY
5 £ 5 g & e g & e
. <) £ a, - <) L [ o <) 3 [
> S 2 < & = S 2 I & 3 s & 3 &
Q < = = Q Q < = = q Q < = = q
MCP .505 .638 .885 .943 .907 .501 .958 .998 .996 .995 .332 .892 .979 .935 .954
PCT .892 744 .725 .880 782 .987 .905 .994 .988 .992 .893 .709 977 .906 .962
GCccC .490 .735 .862 .785 .816 451 .952 .996 997 .997 .295 .840 .975 .984 .983
BCC .839 .892 .892 .758 .659 .997 975 .998 997 .997 .983 811 .984 .989 .992
SCC .565 .648 .762 .642 .678 844 973 .998 .995 .995 .702 1926 .990 .986 .985
FRX .354 471 5438 .456 470 .995 .852 .949 .996 .996 .992 .758 .894 .992 .993
CST-R .857 743 .887 .821 .981 .885 .994 975 .980 .881 .764 .976 .815 .900
CST-L .436 747 .886 795 420 .892 .993 .980 .978 .290 677 .981 .852 .902
ML-R .563 634 .488 .586 .961 .895 .965 972 .967 .915 L1756 .933 .929 .924
ML-L 694 .635 .545 559 979 .924 .970 .982 .975 .936 817 .937 .954 .946
ICP-R 770 .623 .548 741 BTT .962 .881 974 971 .959 .853 735 .945 .897 .908
ICP-L 712 770 .554 .704 .583 .974 .938 .966 .969 .960 915 778 .928 .902 .909
SCP-R .560 .502 570 557 .922 L7197 .975 .936 .942 .839 .661 .934 .863 .878
SCP-L 641 .396 .549 .492 .961 .880 977 .961 957 .909 724 .963 .918 .919
CP-R 763 .616 .824 769 779 .942 .958 .997 979 .984 .794 .898 .981 .915 .933
CP-L .520 .518 722 .703 .732 RG28 .950 .997 .984 .988 344 .902 .990 .948 .956
ALIC-R .801 .604 746 .715 .987 915 .994 .987 .990 .939 811 .983 .953 .965
ALIC-L .804 .629 .685 .750 .662 974 .955 .990 .988 .988 .882 .887 .968 .952 .966
PLIC-R .397 .641 695 .805 .719 488 .962 .996 .990 .990 .365 .901 987 .952 .964
PLIC-L .809 .553 .493 .875 .810 .978 .953 .995 .987 .985 .896 .900 .990 .903 .927
RPIC-R .769 .509 .750 .760 .699 .990 .894 .980 .993 .994 .958 .806 .925 972 .980
RPIC-L .900 .658 .861 767 .992 .952 .990 .992 .991 .929 .872 974 .946 .962
ACR-R .942 761 .931 .903 .899 .999 .955 .999 .999 .999 L987 .834 .985 .988 .986
ACR-L .958 .760 .945 .935 .919 .999 .945 -999 =999 .999 .983 .804 .982 .984 .983
SCR-R .914 .730 .876 .883 .875 .999 .921 .998 .999 .999 .986 L7158 .983 .989 .989
SCR-L .946 .716 .898 .930 .905 .998 .960 997 .998 .998 .970 873 974 971 979
PCR-R .850 .513 727 .813 727 .994 .992 .993 .993 .962 971 .963 .976
PCR-L .855 722 .819 .768 .997 .899 .994 .996 .996 .978 764 977 977 .981
PTR-R .854 .546 778 .789 779 .996 .821 .997 .992 .994 .970 675 .985 .965 975
PTR-L .889 .783 .812 .790 .998 .826 .997 .996 .997 .980 .664 .989 .981 L9987
SS-R .858 571 .816 .812 .802 .995 .907 .996 .991 .992 .964 .807 .978 .955 .961
SS-L .908 .644 .800 .843 .794 .994 L9438 .994 .988 .988 .939 .854 972 .926 .943
EC-R .869 .656 .704 .809 .996 .913 .996 .994 .994 .968 L7883 .985 .970 .983
EC-L .895 .621 729 .838 745 .993 .862 .988 .991 .983 .935 703 .958 .949 .935
CGG-R 918 .720 .535 .807 .703 .995 .953 .995 .995 .994 .947 .850 .990 974 .981
CGG-L .930 .634 .684 .865 .805 .995 .968 .996 .994 .994 .931 917 .986 .957 .968
CGH-R .808 .568 768 679 97T .907 .980 .964 972 .890 .802 .954 .862 917
CGH-L .866 471 .810 712 .993 .949 .993 .990 .989 .950 .907 .981 .948 .963
FX/ST-R 722 .647 .498 .583 .580 .982 .926 .957 .984 979 .939 815 917 .961 .952
FX/ST-L L7181 .649 .643 .708 .644 .975 .940 .967 974 974 .894 .846 912 917 .929
SLF-R .909 .662 .896 .819 .826 .999 .940 .999 .999 .999 .986 .840 .989 .992 .992
SLF-L .956 .768 .924 .866 .885 .999 .962 .999 .998 .998 974 .855 .985 987 .986
SFOF-R 748 .470 .685 719 .738 .847 L7765 .982 .907 .941 .582 .633 .946 .733 .808
SFOF-L .809 .539 749 .698 .936 .916 .976 .891 780 .735 .819 .949 672 517
UF-R 714 L716 .546 .508 .973 .929 .984 .966 971 .912 .789 .966 .918 .943
UF-L LT75 .586 .696 .644 .982 812 .961 977 971 .924 .640 .901 .927 .922
TP-R .705 .535 .583 L715 .713 .983 .509 .985 .984 .985 .946 .326 .964 .945 .951
TP-L 187 .476 .730 714 .982 491 .980 .984 .982 .934 .336 .949 .942 .941

Table E.1: Region-based statistics for measurement: RTOP. The smaller the repeatability, the better.
The larger the separability and the reliability, the better. Values in red correspond to p-values over 0.05;
values in orange correspond to p-values over 0.01. Bold-face is used to highlight the best performer in
each case (italics are used for the worst performer).
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REPEATABILITY SEPARABILITY RELIABILITY
EE S B g5
~ g & 2 ~ 2 & [ - S 3 q
g s 2 N & 2 = 9 N 5 j 5 2 N &
Q < < < Q Q < < = Q Q < = = qQ
MCP .505 .631 .884 .864 .852 .501 .956 .998 .996 .995 o .890 .983 .969 .966
PCT .831 718 746 .839 .764 .988 .882 .994 .987 .987 .933 678 .978 .923 .948
GCcc .490 .718 .845 .686 .694 453 .945 .997 .994 .995 297 .829 979 .982 .983
BCC .716 .886 .822 .744 .995 .975 .998 .995 .995 .984 .816 .990 .983 .987
SCC .570 .658 156 .658 .665 844 .969 .998 .997 .997 700 914 .992 .991 .990
FRX .342 .464 528 .390 .446 .994 .865 .983 .994 .996 .991 174 .964 .991 .992
CST-R 770 .622 724 794 .754 .980 .881 .992 .969 .968 L9917 TR 972 .867 .881
CST-L .436 .730 .653 .819 .728 420 .876 .992 977 978 .290 657 .976 .885 .922
ML-R .393 .636 .500 .460 .543 .961 .859 .966 .969 .968 .938 .689 .935 .943 .932
ML-L .542 476 .535 .458 977 .931 978 .980 974 .952 844 .959 .958 .954
ICP-R .530 .466 .561 .535 .952 .866 .975 .957 .957 .904 127 .954 .908 911
ICP-L .508 L7152 527 .566 .452 .960 .939 .970 .961 .945 .922 .793 .939 .915 .903
SCP-R .470 .509 .479 411 .927 .789 977 917 .918 871 647 .943 .852 .868
SCP-L .409 .640 .366 .404 .357 .969 .865 .982 .964 .951 .948 .698 972 .941 .926
CP-R .736 .626 .798 .667 .696 .938 .951 .996 .960 .965 187 .879 .980 .889 .894
CP-L .520 .508 .685 .582 522 .946 .997 970 971 344 .896 .989 .931 .929
ALIC-R L704 .603 .654 .666 .670 .985 .897 .994 .981 .983 .950 175 .983 .946 .952
ALIC-L V147 .619 .643 .720 .963 .943 .991 .981 .982 .868 .863 974 .937 .955
PLIC-R .396 .626 .732 147 675 491 .952 .997 .984 979 .368 .882 .988 .940 .939
PLIC-L .758 .541 .810 .755 977 L9483 .996 .983 .965 912 .884 .989 916 .872
RPIC-R L7117 .524 .760 .652 .992 .880 .989 .993 .994 .972 778 .955 .981 .985
RPIC-L .856 .635 672 .831 .761 .993 .939 .993 .992 .991 .952 .848 .978 .952 .963
ACR-R .879 .728 .885 .859 .804 .997 2944 .998 .997 .996 .979 .822 .981 .982 .981
ACR-L .904 .708 .907 .913 .861 .998 .933 .998 .999 .997 .984 .802 .980 .983 .982
SCR-R .833 .709 .861 .855 .793 .998 .917 .998 .998 .998 .990 L1762 .987 .988 .991
SCR-L .861 .678 .886 .848 .855 .998 L9538 .997 .998 997 .984 .867 972 .985 .982
PCR-R L7181 .478 .698 775 .705 .987 .640 .987 .990 .988 .942 482 .957 .957 .960
PCR-L .765 .701 773 .692 .996 .875 .991 .995 .995 .981 L725 971 .980 .984
PTR-R .651 .524 .656 .580 .992 .846 .995 .991 .990 .978 724 .987 974 977
PTR-L 154 .B70 .731 .737 .710 .995 .828 .997 .995 .994 .981 674 .988 .981 .981
SS-R .782 .535 .718 .742 67T .989 .892 .992 .988 976 .950 . 798 971 .954 .930
SS-L L7198 .735 7T79 .652 .986 .924 .986 .985 974 .933 .829 .949 .937 .928
EC-R .732 .634 .651 L1883 .573 .992 .890 .993 .994 .989 .970 746 979 971 974
EC-L .760 .692 794 .670 .990 .806 .964 .994 .988 .959 632 .893 972 .965
CGG-R .857 .682 .575 .833 L711 .993 .949 .994 .994 .993 .951 .856 .986 .965 975
CGG-L .888 .646 .669 .864 .805 .993 .964 .994 .993 .992 .938 .904 .983 .951 .961
CGH-R .567 .593 .595 967 .876 .982 .964 .968 .921 758 .956 .914 .925
CGH-L 708 511 .596 .705 .988 .940 .991 .986 .984 .960 .885 .978 .954 .957
FX/ST-R .528 BTT .531 .981 .886 .959 .985 .984 .950 761 .916 .965 .966
FX/ST-L .665 .625 .585 667 .515 975 .925 .965 973 977 .929 .822 .920 .924 .954
SLF-R .815 .643 .835 .749 .718 .998 .934 .999 .998 .998 .991 .834 .992 .993 .993
SLF-L .899 .746 .866 .853 776 997 .958 .998 997 997 975 .853 .985 .982 .985
SFOF-R .708 .461 726 .704 .696 .910 L7181 .978 913 911 747 .593 .925 .758 .758
SFOF-L 750 .669 .731 .724 .903 .888 .943 .930 .800 .700 769 .846 .781 .525
UF-R .493 .670 .488 .515 .388 .965 .911 .973 .960 .963 .933 ST .949 .922 .941
UF-L .555 .584 658 .566 .981 L7165 .965 .981 975 .950 .592 .920 .947 .943
TP-R .670 .544 .648 .686 .655 972 .518 .980 977 977 2921 529, .945 .930 .936
TP-L .723 .469 .656 L7228 .656 .988 470 .985 .986 .985 .958 .320 .958 .949 .958

Table E.2: Region-based statistics for measurement: RTAP. The smaller the repeatability, the better.
The larger the separability and the reliability, the better. Values in red correspond to p-values over 0.05;
values in orange correspond to p-values over 0.01. Bold-face is used to highlight the best performer in
each case (italics are used for the worst performer).
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REPEATABILITY SEPARABILITY RELIABILITY
g & 4 g £ 4 g 5
~ 2 & 2 ~ ) & [ ~ ) & a,
3 = g < ) ~ = ] N 5 2 s 2 N )
Q < = = qQ Q < = = Q Q < = = Q
MCP .940 .601 776 .963 .900 .995 .943 .992 .994 .982 .929 .869 964 .857 .846
PCT .812 .639 .759 .816 .780 .983 .907 .985 .936 .915 .915 .780 .939 .729 702
Gcc .597 \727 .936 .807 .759 .990 .973 .998 .996 .992 .975 .909 975 .980 .969
BCC .870 .785 .879 .869 .710 971 .992 .999 .998 .994 .815 .966 .994 .985 .980
sSCC .809 .528 .758 842 778 .992 .857 .999 .994 .996 .961 .739 .995 .964 .980
FRX .654 571 .689 670 707 .999 .984 .994 .997 .999 .996 .963 .981 .991 .996
CST-R 776 .687 .838 .706 .965 .864 .988 .965 .952 .859 137 .963 .816 .854
CST-L .696 .832 .592 971 .853 987 967 .956 .912 725 .965 .832 .899
ML-R .652 .627 .487 .702 .566 .953 .863 .969 .909 .962 .875 L701 .941 .749 .916
ML-L .724 .576 .443 -792 .929 .880 .966 .875 .928 .783 756 .941 .593 .833
ICP-R .720 .620 .643 L791 .886 .851 .935 .863 317 .685 .685 .837 .569 L151
ICP-L .800 .599 774 714 .959 .889 .959 .955 .953 .823 762 .897 .828 .852
SCP-R .581 .576 .668 574 .931 .867 977 .887 .922 .850 L7134 .933 .740 .834
SCP-L .730 .585 .586 .782 .697 .963 .907 .976 .801 .938 .875 .801 .944 466 .821
CP-R .753 .584 .817 .676 LT67 .945 .976 .997 2944 .986 .808 .943 .986 .845 .941
CP-L .837 .584 .769 .826 LT79 LRV .976 .998 .955 .990 .687 .944 .991 .786 .954
ALIC-R .709 .602 .805 .823 .800 .982 .958 .996 .966 979 .941 .901 .978 .833 .905
ALIC-L .503 .568 .713 .785 722 .953 .957 .995 .978 .980 .910 .907 .981 .906 .931
PLIC-R .846 .618 .765 .760 .723 .984 .968 .997 973 .982 .907 .920 987 .897 .939
PLIC-L .878 .631 .702 787 .753 .992 .966 .996 .985 .986 .936 .912 987 .934 .946
RPIC-R .B75 .644 LT724 L7111 .685 .990 .944 974 .963 977 .978 .858 911 .884 .931
RPIC-L .816 .651 .673 .836 678 .987 .949 .982 .953 .959 .935 .867 .946 L1770 .882
ACR-R .832 .726 .822 .885 .832 .997 .989 .998 .998 .998 .985 .962 .989 .986 .989
ACR-L .785 .7T76 .828 .909 .850 .995 .986 .998 .998 .998 .979 2939 .987 977 .984
SCR-R .911 .791 718 .905 .795 .997 .987 .998 .996 .998 .969 .940 .992 .956 .989
SCR-L .942 .844 .839 .950 .836 .998 .989 .998 .997 .998 .961 .932 .987 .939 .989
PCR-R .734 .688 .644 .823 .598 .992 .958 977 .994 .992 972 876 .938 .967 .981
PCR-L .684 .678 .442 .828 .648 .992 .962 .991 .995 .994 .974 .891 .984 .969 .982
PTR-R .754 .706 .576 .887 .733 .993 .976 .988 .994 .992 974 .922 972 .950 972
PTR-L .802 .682 .565 .880 .684 .990 .959 .903 .994 .985 .950 .880 .802 .954 .955
SS-R .739 .608 .650 .842 724 .990 .957 .990 .989 .992 .961 .897 971 .932 970
SS-L .793 .665 .898 .814 .989 .955 .989 .986 .988 .948 .876 971 875 .939
EC-R L7711 .644 .791 .739 .723 974 .975 .996 .971 .992 .896 .933 .982 .898 973
EC-L .822 .665 .789 .867 .804 .990 977 .997 .985 .994 .945 .934 .986 .898 972
CGG-R .693 .602 .694 811 Rivad .983 .946 .992 .989 .982 .947 875 .975 .944 .967
CGG-L .821 .663 .594 .868 722 974 .966 .995 .985 .981 .869 .906 987 .894 .935
CGH-R .763 .567 724 176 .753 .992 .960 .993 .987 .991 .966 .913 .976 .946 .963
CGH-L .745 .570 672 .809 .662 .991 .956 .990 .985 .988 .964 .904 .970 .924 .964
FX/ST-R .599 .520 681 579 976 .918 .985 .963 976 .942 843 .962 .893 .945
FX/ST-L .514 .546 L7182 .935 .925 .982 .958 .964 .875 .846 .961 .832 .908
SLF-R .543 .666 712 .860 .996 L9783 .988 .992 .988 .991 .925 .959 .948 .966
SLF-L 770 .702 .715 .930 .802 .996 .980 .996 .996 .997 .982 .936 .986 951 .986
SFOF-R 579 .5653 665 .555 974 .907 .986 971 .959 .940 .810 .969 .919 .913
SFOF-L .804 .611 .658 .735 ST AL .986 .935 .992 .982 .989 .933 .848 .976 .936 .955
UF-R .793 .638 744 .806 .763 967 .911 .985 .954 973 .860 .788 .944 .801 .895
UF-L .737 .642 .743 .821 .760 .980 .891 .987 .957 .984 .928 LT46 .951 .800 .938
TP-R .597 .515 .738 .563 979 .917 .983 979 .982 .949 .831 .965 .924 .959
TP-L .595 .521 .447 714 662 .984 .903 .952 976 .983 .961 817 917 .919 .951

Table E.3: Region-based statistics for measurement: RTPP. The smaller the repeatability, the better.
The larger the separability and the reliability, the better. Values in red correspond to p-values over 0.05;
values in orange correspond to p-values over 0.01. Bold-face is used to highlight the best performer in
each case (italics are used for the worst performer).
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REPEATABILITY SEPARABILITY RELIABILITY
SR N I S5 s
- <) & Q, - Is) & Q, - o <3 Q,
I3 5 &2 < o I3 S 2 < 2 I3 5 & < 2
Q < = = q Q < = = q Q < = = Q
MCP — .896 .954 .959 .916 — .988 .999 .997 .994 — .897 .969 .933 .937
PCT .803 .857 875 .839 .966 .997 .993 .984 847 977 .946 .909
GCcC — .826 .929 .940 .536 — .980 .998 .998 517 — .893 977 .961 .832
BCC —_ .896 .910 .961 474 —_ .992 .999 .996 466 — .925 .989 L911 .314
SCC = .819 796 .901 .419 = .988 .998 .992 .649 — .937 .988 .927 518
FRX — .591 .521 .698 .488 — 978 .995 .999 540 — .948 .990 .998 .375
CST-R — 754 715 .800 .653 — .963 .992 979 2947 — .866 .973 .904 .862
CST-L — .807 747 .831 .436 — .960 .992 .988 420 — .821 .967 .932 .290
ML-R — .666 .439 — 917 .978 .930 .865 — .788 .943 .827 L7883
ML-L 677 .650 .669 .934 .982 .968 .900 .821 .951 .910 173
ICP-R — 7383 662 — .938 .983 .970 .944 — .802 .954 .916 .859
ICP-L — .766 .646 .528 — .961 .980 .970 .958 — .852 .947 .919 915
SCP-R = .603 644 .520 - .885 977 .851 157 = .754 .938 L7117 .600
SCP-L — 611 .441 471 — .922 .980 .896 .867 — .822 .965 .783 L1776
CP-R — 747 .799 .495 — .980 .996 970 .634 — 927 .980 .890 466
CP-L — .708 L7131 .723 .447 — 979 .997 978 .523 — .932 .988 .924 377
ALIC-R — 764 761 759 .735 — G2 .996 .990 .984 — .891 .984 .960 .943
ALIC-L —_ .765 .685 .807 .768 —_ .970 .996 .994 .991 —_ .885 .O87 .971 .964
PLIC-R — 767 .806 813 .424 — .983 .997 975 .519 — .930 .986 .881 .383
PLIC-L — 767 722 .839 .813 — .982 .997 .992 .970 — .929 .989 .950 .860
RPIC-R = 773 .805 749 .738 = .968 .985 .980 971 = 871 .930 .925 .899
RPIC-L — 770 .663 .859 .836 — .980 .986 .957 967 — 917 .961 L1756 .826
ACR-R — .937 .933 .958 .945 — .979 .999 .998 .997 — 14T .980 .950 .948
ACR-L — .944 .945 .960 .952 — .986 .999 .998 .998 — 799 .976 .959 .953
SCR-R — .935 .938 971 .949 — .992 .998 .995 .990 — .885 .965 .862 .840
SCR-L —_ .934 .932 .966 .960 —_ .995 .997 .995 .985 — .923 .957 .867 719
PCR-R = .841 .762 .843 871 - .981 .992 .987 .986 = .893 .966 .924 .900
PCR-L — .837 .702 .891 .878 — .982 .993 .986 .986 — .898 .976 .884 .895
PTR-R — 769 782 .897 .851 — .957 997 .997 .994 — .837 .986 .973 .959
PTR-L — TTT .788 .928 .895 — .957 .996 .995 .993 — .832 .982 .939 .935
SS-R — .788 749 .820 .789 — .965 .996 .990 .982 — .855 .984 .949 .922
SS-L 767 .836 .910 .883 L9738 .995 .990 .980 .895 .967 .897 .858
EC-R — .921 711 716 747 - .990 .996 .992 .987 — .884 .986 972 .952
EC-L — .900 .698 .690 .706 — .991 .993 .993 .985 — .915 977 .976 .951
CGG-R = 778 .764 .867 .861 - 979 .993 978 975 = 911 .969 .857 841
CGG-L — 759 .785 .903 .876 — .984 .995 977 .974 — .935 979 .801 .820
CGH-R — 757 677 .736 .721 — .978 .993 .990 L987 — .896 977 .962 .954
CGH-L — 714 .652 .688 — 975 .993 .986 .983 — .918 .981 .961 .948
FX/ST-R — /85 .579 .682 — .943 .965 .949 22 — .814 .920 .881 813
FX/ST-L 740 701 737 .736 .962 .978 .944 .910 .868 .930 .815 .729
SLF-R — .878 .888 911 .879 — .986 .997 .991 .996 — .899 .978 .908 .965
SLF-L —_ .864 .940 .962 .958 —_ .989 .997 .995 .996 —_ .926 .958 .883 912
SFOF-R = .706 .706 .799 792 = .948 .982 .954 .918 = .844 .941 .808 .700
SFOF-L — .738 .661 .806 .758 — 961 .976 .950 .922 — .866 .933 .786 740
UF-R — 644 571 — .902 .984 .942 .931 — 765 .964 .856 .842
UF-L — .662 .655 .666 .656 — .903 .950 L1783 .798 — .758 .868 .546 5TT
TP-R — .478 .538 .582 .659 — .808 .981 .944 .970 — .688 .959 .875 .918
TP-L .592 686 877 .976 973 .965 144 .939 .920 .910

Table E.4: Region-based statistics for measurement: NG. The smaller the repeatability, the better. The
larger the separability and the reliability, the better. Values in red correspond to p-values over 0.05; values
in orange correspond to p-values over 0.01. Bold-face is used to highlight the best performer in each case
(italics are used for the worst performer).
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REPEATABILITY SEPARABILITY RELIABILITY
> g & 4 g & 4
- <) & [ . <) £ [ o o) A [
I3 s 2 < ) ~ s 2 N ) ~ = 2 < )
Q < = = q Q < = = q Q < = = qQ
MCP .988 .947 .985 979 976 .997 .993 .998 .998 .996 .818 .876 873 .897 .863
PCT .937 .868 .915 .915 .920 .974 .985 .989 .980 .986 L7038 .895 .887 .808 .854
Gcc .936 911 .898 .934 .945 .999 .995 997 .998 .999 .984 .950 .968 971 .981
BCC 979 .956 .943 .981 .957 .999 .997 .998 .998 .999 .947 .946 .962 914 .973
sSCcC .941 .872 .884 .931 L9477 997 .992 .998 .995 .996 .959 .944 .980 .937 .931
FRX 714 .649 .551 .513 .649 .000 .992 .999 .995 .999 .999 .979 .998 .990 .998
CST-R .933 .845 .907 .881 .926 .973 971 973 .937 .946 .709 .837 T73 .641 .565
CST-L .923 .848 .930 .909 .918 .926 971 .982 .976 .983 491 .836 .793 .786 .821
ML-R .837 .750 .761 .739 .766 .950 .939 971 .914 .945 .756 .793 .888 L7135 .800
ML-L .881 .769 .844 .823 .831 .949 .949 .985 .970 975 .689 .812 .909 .851 .868
ICP-R .905 .783 871 .844 .839 .962 L9477 .966 .966 .961 .709 794 .788 .816 .799
ICP-L .900 775 .878 .815 .856 .984 .958 .986 .978 .984 .861 .836 .894 .892 .901
SCP-R LT45 .694 .725 915 .944 .896 .886 .940 L7383 .837 .764 .750 .811
SCP-L .824 .696 .807 770 .790 .859 .950 .947 .905 .886 517 .853 776 .686 .620
CP-R .904 .809 .841 .890 .813 .985 .987 .992 976 .964 .863 .938 .952 .814 .833
CP-L .906 781 794 .841 .806 .990 .987 .994 .974 -979) .902 .945 .969 .855 .899
ALIC-R .917 .822 .893 .843 .902 .992 .985 .993 .986 .988 .907 .921 .935 .915 .888
ALIC-L .899 .802 .860 .860 877 .993 987 .992 .994 .995 .933 .936 .942 .961 .957
PLIC-R .933 .853 872 .896 .926 .991 .988 .993 .961 .988 .882 .925 .947 L718 .858
PLIC-L .955 .867 .920 .933 .954 .993 .991 .994 .991 .995 .865 .935 .929 .880 .893
RPIC-R 7T 767 .763 702 .806 .988 .979 .985 .984 .986 .948 .917 .938 .947 .933
RPIC-L .930 .829 .873 .928 .930 .989 978 .985 .981 .983 .863 .883 .893 .792 .806
ACR-R .958 .942 .947 .961 .961 .000 .998 .999 .999 .999 .989 .960 979 977 L987
ACR-L 971 .953 .946 974 O .999 .997 -999 .999 .999 .981 .950 .976 .965 974
SCR-R .960 .950 .935 .974 .968 .999 .996 .999 .998 .999 .975 .932 .980 .925 .964
SCR-L 978 .961 .945 979 971 .999 .996 .998 .998 .999 .947 .913 .966 .897 .962
PCR-R .892 .895 .794 .916 .876 .997 .989 .994 .995 .996 972 .908 .970 .943 972
PCR-L .910 .898 .827 .940 1926 .997 .989 .994 .996 .997 971 .905 .968 .943 .961
PTR-R .930 .859 .932 .940 .935 .997 .992 .995 .998 .997 .960 .949 .936 .962 .953
PTR-L .939 .875 916 .958 .938 .998 .998 .997 .998 .998 971 .945 .962 .945 .962
SS-R .910 .848 .828 .884 .893 .997 .989 .990 .994 .994 .964 .933 .946 .948 .947
SS-L .957 .882 .921 .948 .955 .997 .989 .990 .995 .994 .936 912 .883 .904 .888
EC-R .925 .853 .866 .858 .918 .996 .991 .995 .989 .995 .950 .941 .962 .927 .945
EC-L .942 .885 .884 .887 .937 .994 .991 .991 .995 .997 911 .928 .930 .955 .953
CGG-R .940 871 .761 .943 .905 .996 .989 .995 .988 .997 .933 .922 979 .831 .964
CGG-L .948 .887 .740 .955 .931 .994 .987 .994 .992 .995 .890 .898 .976 .848 .926
CGH-R .902 .781 731 .842 .873 .993 979 .979 .990 .990 .933 .911 .926 .942 .926
CGH-L .921 770 .866 .811 .875 .996 .984 .990 .990 .994 .952 .936 .927 .948 .954
FX/ST-R 789 .738 701 LT87 LT17 .983 L9583 977 974 .980 .924 .843 .926 .887 .933
FX/ST-L .829 761 782 .838 .850 .947 .955 .957 .932 .934 756 .836 .828 .690 .679
SLF-R .936 .902 .918 .919 .900 .998 .994 .998 .994 .998 976 .943 .979 .929 .978
SLF-L 971 .935 .966 978 967 .999 .996 .999 .998 .999 .973 .947 .961 .903 .964
SFOF-R 772 .718 7T .806 .759 .964 .939 .959 .926 .951 .861 .812 .838 707 .825
SFOF-L .880 TT2 ST .869 .870 .983 .961 .986 .962 .989 .876 .849 .941 LT67 .921
UF-R 917 741 .847 L7877 877 .984 .948 976 .922 970 .836 .825 .863 715 .800
UF-L .927 .816 .769 .849 .909 .987 .939 967 .906 .979 .851 .738 .872 .591 .809
TP-R .736 .684 .590 .723 LT46 .983 .950 .984 .970 975 .938 .858 .962 .898 .907
TP-L .783 .725 .750 T .801 .976 .949 976 .908 .975 .898 .835 .910 .688 .884

Table E.5: Region-based statistics for measurement: MSD. The smaller the repeatability, the better.
The larger the separability and the reliability, the better. Values in red correspond to p-values over 0.05;
values in orange correspond to p-values over 0.01. Bold-face is used to highlight the best performer in
each case (italics are used for the worst performer).
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REPEATABILITY SEPARABILITY RELIABILITY
Y g5 g5 s
- =) & Q, - =) & Q, - o & Q,
3 5 a < 2 I3 5 &2 < %) I3 S &2 < %)
Q < = = q Q < = = Q Q < = = Q
MCP .954 852 .676 .953 .792 .996 .988 .984 .996 .982 .924 .923 .953 .926 .920
PCT .898 817 .863 .896 .764 .989 .980 .997 .989 .992 .902 .899 .979 .900 967
GCccC .812 878 .864 817 .790 .996 .992 .996 .996 .995 977 .938 .973 977 975
BCC .893 .938 .832 .896 .733 997 .994 .997 .997 .995 .970 .918 .984 .969 .983
SCcC 722 .850 717 .726 L7117 .997 .989 .995 .997 .996 .989 .930 .982 .989 .986
FRX 741 .683 .738 LT42 .737 .000 .994 .000 .000 .000 .000 .980 .999 .000 .999
CST-R .876 .743 .800 .983 .958 .939 .831 978 .874 .855 .850 654 .898
CST-L .873 752 .647 .879 .738 973 .958 .965 974 973 .822 .848 .907 817 .906
ML-R .536 .621 .528 .560 .954 .988 .974 .954 .955 .906 .840 .934 .908 .904
ML-L .689 .684 .689 .507 976 .952 .981 977 .962 .927 .861 .950 .929 .925
ICP-R 747 .700 .568 L7151 .558 .963 .941 .975 .963 .960 .869 .827 .945 .866 914
ICP-L .648 .647 .563 662 .523 974 .945 .976 974 .961 .930 .859 .946 .928 .921
SCP-R .646 .625 .669 .907 .870 .948 912 .921 776 715 .857 .790 .808
SCP-L .566 644 .484 .554 479 .956 .903 .956 .958 .949 .905 767 .918 911 .907
CP-R .798 .739 744 .803 .726 978 .972 .987 .980 975 .900 .902 .951 .906 .916
CP-L .800 .697 .718 .802 .743 .987 .975 .990 .989 .981 .940 .922 .967 .945 .931
ALIC-R 783 766 .750 187 .732 .988 .974 .993 .987 .989 .945 .899 .973 .944 .961
ALIC-L .819 .764 .597 .823 .987 .983 .993 .987 .986 .931 .930 .982 .929 .964
PLIC-R .793 761 77T .795 .701 .988 977 .995 .988 .984 .943 .910 .979 .943 .948
PLIC-L .841 762 749 .846 .795 .989 .982 .994 .989 977 .936 1929 .978 .935 .899
RPIC-R .698 755 .796 697 .647 .992 975 .990 .992 .995 .975 .905 .951 974 .985
RPIC-L .901 .814 752 .903 751 .992 .972 .986 .992 .989 .922 .865 .947 .921 957
ACR-R .933 .933 .909 .935 .885 .999 .996 .999 .999 .998 .988 2947 .986 .987 .983
ACR-L .953 .941 .919 .954 .908 .999 .997 .998 .999 .998 .984 .948 .980 .984 979
SCR-R .903 .930 .886 .905 .860 .999 .995 .998 .999 .998 .987 .938 .983 .987 .988
SCR-L .937 .939 .904 .939 .895 .998 .994 .997 .998 .998 .976 .915 .970 975 .980
PCR-R .843 .852 .739 .846 .729 .994 .981 .992 .994 .993 .962 .886 971 .961 .976
PCR-L .861 874 .720 .863 .752 997 .986 .994 .997 .996 977 .900 .980 977 .983
PTR-R .836 .818 .806 .837 773 .995 .989 .996 .995 .994 .968 .944 .981 .968 974
PTR-L .856 .849 .806 .859 792 .997 .990 .998 997 997 .982 .936 .989 .982 .985
SS-R .852 .821 761 .854 .T67 .994 .984 .994 .994 .989 .960 .917 .975 .959 .954
SS-L .898 .851 .790 .901 7T75 .993 .980 .990 .993 .982 .937 .880 .952 .935 .924
EC-R .847 .828 678 .852 .591 .995 .989 .996 .995 .993 .970 2942 .986 .969 .982
EC-L 874 .852 .671 877 .699 .993 .990 .989 .993 979 .945 .938 967 .943 .932
CGG-R .929 .880 .691 .932 .753 .995 .984 .987 .995 .991 .929 .884 .961 1926 .963
CGG-L .931 .882 T .934 .813 .995 .982 .991 .995 .990 .930 .865 .963 927 .948
CGH-R 787 737 .791 .655 971 .968 .990 971 973 877 .889 .974 877 927
CGH-L .844 .701 .693 845 .716 .993 977 .990 .993 .987 .959 .927 .970 .958 957
FX/ST-R .676 694 .494 .685 .463 .984 .955 .942 .984 974 .952 .867 .891 .950 .952
FX/ST-L .768 .769 .565 173 .538 979 .953 971 978 971 .915 .823 .936 .909 .939
SLF-R .891 .889 .803 .895 .795 .999 .992 .997 .999 .998 .987 .933 .985 .986 .991
SLF-L .948 .931 .840 .951 .867 .999 .994 .997 .999 .998 975 .914 979 973 .984
SFOF-R .733 .705 .649 187 697 .883 .913 .964 .880 .933 .669 757 .904 .659 .808
SFOF-L .809 .735 .665 .813 712 .928 .923 .933 .928 450 .710 762 .822 707 .191
UF-R .701 673 .545 706 .502 975 .920 .981 975 970 .922 .791 .960 .919 .941
UF-L 782 .736 674 .186 .658 .981 .937 .965 .981 .963 917 .796 .899 .916 .898
TP-R 776 .647 .758 LT73 .786 .978 .948 .980 977 .982 .907 .866 .923 .908 .923
TP-L .822 .665 817 .821 .816 974 .964 973 974 .975 .870 .901 867 872 .879

Table E.6: Region-based statistics for measurement: QIV. The smaller the repeatability, the better.
The larger the separability and the reliability, the better. Values in red correspond to p-values over 0.05;
values in orange correspond to p-values over 0.01. Bold-face is used to highlight the best performer in
each case (italics are used for the worst performer).
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REPEATABILITY SEPARABILITY RELIABILITY
g 5 ~ ﬂ? 5 ~N ﬂ? & ~N
~ 2 & 4 - L & 4 & <) 3 g
& = Z N & 3 S 2 I & & s 2 I &
Q < = < q Q < < s Q Q < = = Q

MCP .614 .463 .958 .932 .962 .364 .846 .995 .998 .995 .181 747 .892 .970 .887
PCT .967 .920 .951 .954 .948 .993 .953 .984 .987 .992 .834 .621 757 T75 .859
Gcc .867 .769 .964 872 .944 .925 .954 .993 .996 .996 .623 .827 .837 .970 927
BCC .503 .805 .945 .957 .801 494 .509 .990 .965 978 .327 .168 .844 .539 .898
sSCcC .516 .950 .955 .923 917 197 .956 .961 .986 .764 .656 .519 .524 .845
FRX .607 .540 .781 .641 .975 .521 .956 .980 .984 .938 .333 .825 .945 .952
CST-R .499 .939 .860 .866 494 .655 .986 .989 .958 .329 .380 .814 927 755
CST-L =989 .399 .933 .933 874 .985 .301 974 .961 .969 .804 .205 .719 .622 .799
ML-R LT72 .354 .864 779 .847 .938 .986 .929 .891 774 .905 742 556
ML-L .856 .599 .869 .854 .832 .931 .848 .988 .960 .923 .662 .690 917 T79 .668
ICP-R .510 .920 784 .889 511 .974 .907 .704 .339 .T47 .753
ICP-L .874 .535 .934 .830 .899 957 .928 .948 717 737 .459 .756 204
SCP-R .823 .485 797 .808 744 .736 .348 742 .863 691 .331 215 .369 .548 .364
SCP-L .808 .390 .856 661 .785 .949 479 977 .854 .897 .780 .8359 .859 .665 .652
CP-R .404 .400 174 .628 .586 .899 .994 .990 .991 458 .843 976 .965 977
CP-L .387 .804 .888 782 .853 444 .993 .984 .992 329, .942 .930 .945
ALIC-R .926 .878 .898 .875 .898 .968 .954 971 .975 .950 691 LT17 774 .831 .660
ALIC-L .864 .884 .841 T75 .795 .994 .984 .992 .993 .987 .960 .879 .952 .970 .941
PLIC-R .961 .932 .954 .960 .906 .994 .984 .996 .994 .994 .867 .809 .924 .867 .935
PLIC-L .919 .439 .921 L9471 T75 .995 464 .997 .995 .997 .938 .827 .963 911 .985
RPIC-R .939 .910 .921 .907 .902 .989 .990 .987 .978 .991 .844 .902 .860 .809 .919
RPIC-L .955 .915 .932 .926 .827 .996 .990 .992 .995 .991 .911 .890 .897 .932 .952
ACR-R .986 L9967 .958 .958 .996 .995 .993 .989 .990 167 874 .852 785 .965
ACR-L .983 .962 .973 .959 .879 .996 .990 .992 .978 .995 .827 .791 .759 .651 .957
SCR-R .992 .980 .984 972 .927 .997 .982 .972 .993 .992 .710 .514 .851 .790 .899
SCR-L 987 975 974 972 .939 .997 .993 .975 .995 .995 .820 .789 497 .848 .930
PCR-R 977 .979 .968 .961 973 .996 .992 .986 .996 .996 .852 .710 .686 .912 .862
PCR-L .956 .962 .974 .899 T97 .997 .992 .993 .997 .996 .933 .829 784 972 .983
PTR-R .962 .931 .932 .938 .891 .992 .976 970 .960 .928 .824 .733 .688 .602 585
PTR-L 947 .542 .922 .883 .740 .998 .542 .998 .998 .992 .971 .851 .976 .982 970
SS-R .949 .905 .868 .899 .919 .978 .923 972 .949 .958 .692 .530 .819 .653 .647
SS-L .897 .918 .789 .768 .632 .987 .979 .978 .963 .985 .884 .796 .905 .857 .960
EC-R .967 .858 .857 .918 .800 .995 .989 .994 .995 .991 .869 .929 .958 .943 957
EC-L .966 .833 .761 .929 .997 .993 .996 .997 .996 .921 .960 .985 .957 .988
CGG-R 977 .947 .979 .963 .918 .994 .991 .991 .996 .993 .791 .858 710 .910 .919
CGG-L .958 .932 .944 .939 .837 .996 .991 .989 .997 .994 .923 .882 .839 .950 .964
CGH-R .845 .864 761 .861 .969 .954 .955 912 .808 .832 748 .766
CGH-L .818 .809 .241 .579 .783 .991 .980 .985 .991 .986 .953 .905 .980 978 .937
FX/ST-R .921 .805 .848 .896 .848 L9917 .942 .956 .973 .914 467 .760 769 .790 .616
FX/ST-L .938 .630 .650 .831 .996 .618 .994 .997 .995 .944 .374 .983 .981 .980
SLF-R .989 .968 971 .982 .897 .997 .996 .997 .998 .996 .800 .891 911 .894 .958
SLF-L .990 .933 .946 .983 .951 979 .986 .928 .982 .326 .827 179 728
SFOF-R .881 .843 .857 .829 .366 .034 .936 .930 .645 .863 .004 .696 .654 .237 799
SFOF-L .830 .930 .927 .894 .870 .965 .964 .927 .882 .825 .655 479 .441
UF-R .489 .803 672 573 .963 .931 .953 .889 .930 727 .897 .699
UF-L .840 .872 .875 .869 .982 .958 .968 .983 .959 .897 LT45 .903 877 754
TP-R .769 .789 .803 .813 .989 .956 977 .988 972 .956 .821 .894 .939 912
TP-L .910 .820 .625 .824 987 .968 972 975 .946 .873 .847 .929 .871 .833

Table F.1: Region-based statistics for measurement: RTOP. The smaller the repeatability, the better.
The larger the separability and the reliability, the better. Values in red correspond to p-values over 0.05;
values in orange correspond to p-values over 0.01. Bold-face is used to highlight the best performer in
each case (italics are used for the worst performer).
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REPEATABILITY SEPARABILITY RELIABILITY
< & N &~ N &
- 5 & g - 5 & g - 5 & &
3 s 2 g 5 j s 2 N 5 j 5 2 N 5
Q < = = Q Q < = = Q Q < = = Q

MCP .612 511 B2 .862 .862 392 .802 .994 .996 .996 .200 .665 .933 .974 .969
PCT .930 .824 .910 .760 .824 .991 .955 697 .990 .958 .889 .789 171 .958 .800
GCccC .860 .T70 .946 .835 .875 .923 .956 .995 .996 .997 .627 .832 .913 .976 973
BCC .503 .801 .903 .956 .938 .494 487 .988 .935 .327 .159 .888 474
SCC .550 .928 .951 .901 917 .816 .829 .984 .987 .759 .666 .258 .748 .884
FRX .518 .495 .385 .637 971 548 .964 .962 979 .941 .375 .876 .940 .945
CST-R .499 .885 a¥efre 774 494 .636 974 .990 967 .329 8329 .813 .973 .867
CST-L .890 .432 .881 .635 768 .986 .928 970 .981 .885 084 .607 .921 .922
ML-R .741 .350 .803 657 .680 .684 .978 .593 .354 .584 .896 .315

ML-L .814 57T .841 .608 676 .830 .848 .985 .856 475 .702 .912 .659
ICP-R .491 .510 847 .545 .540 .955 512 967 .958 .967 .916 .339 .816 912 .931
ICP-L .858 .484 .897 L7997 745 .968 .839 .976 .962 .811 .351 .893 .865
SCP-R .748 .498 .740 750 .345 159 .907 .859 047 .708 670
SCP-L 414 11T .404 .903 .483 .941 .385 727 780 272

CP-R .399 .374 .433 LT741 .590 .888 .992 .969 .982 463 .986 .892 .941
CP-L .380 .792 .844 797 .645 447 .987 .849 .950 .333 .925 .533 .870
ALIC-R .816 .832 .853 .648 .592 .740 .950 .956 .889 .882 .348 .762 .760 737 752
ALIC-L .851 .909 790 .863 .846 .993 .980 .993 .991 .987 .957 815 .967 .938 .918
PLIC-R .945 .881 .946 .908 .892 971 .957 .995 198 .945 .648 725 .915 .022 .651
PLIC-L .900 .439 .913 .907 775 .984 464 .996 .988 .860 .327 .958 .950
RPIC-R .898 .908 .9382 917 .891 .924 .969 .988 743 .941 .554 744 .848 194 .634
RPIC-L .927 .885 .929 .856 .994 .986 .994 .992 .989 .928 .893 927 .949 .964
ACR-R .972 .898 .946 .953 .974 .983 .987 .989 .518 .856 .803 .807

ACR-L .968 .915 .965 .954 762 .987 978 .976 .984 .981 .713 787 584 742 .926
SCR-R .982 .922 979 974 TTL .995 .941 972 .986 .988 T71 .555 420 .651 .949
SCR-L 977 .936 .965 .969 .941 .993 .987 .964 .988 .986 .769 .833 483 722 .801
PCR-R .951 .951 .966 .875 .923 .990 .983 .991 .991 .992 .836 .789 .798 .933 .903
PCR-L .929 .889 .966 .904 .856 .995 .987 .994 .994 .995 .930 .891 .856 .942 .969
PTR-R .919 .876 .926 .905 .889 .985 972 .966 .959 .927 .844 .809 875 .690 .586
PTR-L .887 .542 .902 .836 .591 .998 541 .998 .997 .993 .982 .351 .985 .983 .984
SS-R .900 .829 .863 .840 .881 972 .928 .969 .958 .942 775 .687 .812 .783 658
SS-L .837 .864 742 .982 979 .983 .868 977 .899 .864 .947 628 .931
EC-R .954 .870 .865 .939 .802 .993 .984 .995 .994 .990 .874 .890 .962 .907 .951
EC-L .951 .804 .840 .933 .876 .995 .990 .997 .994 .994 .903 .951 .980 916 .951
CGG-R .963 .879 .976 .951 .880 .995 .990 .994 .996 .996 .885 .927 811 .927 .966
CGG-L .939 .884 .938 .946 .892 .996 .988 .993 .997 .995 .939 .909 .900 .943 .960
CGH-R .879 .456 .964 .964 970 .966 977 .893 765 .896 .881 .959
CGH-L .793 .898 .459 .834 .583 .990 .975 .989 .988 .984 .955 .801 .980 .931 .962
FX/ST-R .893 .7T87 .859 .895 874 .962 .948 .963 .980 973 .730 .796 787 .834 .818
FX/ST-L .902 .644 .625 .995 .632 .995 .995 .995 .956 .380 .988 .984 .983
SLF-R .984 .940 .964 .985 .959 .995 .992 .998 .996 .995 768 .886 .937 .798 .890
SLF-L .986 .907 .946 .983 972 .978 .983 .926 .947 973 .383 .846 .405 .232 .502
SFOF-R .755 .739 .818 767 .405 917 .922 166 741 .143 .743 .682 044 .437
SFOF-L .870 .907 .931 .892 .920 .929 .956 .898 .903 .631 .670 .375 .500

UF-R .486 .849 .647 .566 .659 .967 .915 .885 .968 844 .938 .621 JrEl .929 .648
UF-L .831 .871 .857 .838 .985 .959 979 .985 979 .918 750 .931 .904 .885
TP-R .826 .765 .810 .848 T71 .983 .928 .980 .980 .954 .910 .751 .905 .884 .825
TP-L .920 .766 .850 .813 .968 .923 .975 .958 841 .709 .736 .926 774 497

Table F.2: Region-based statistics for measurement: RTAP. The smaller the repeatability, the better.
The larger the separability and the reliability, the better. Values in red correspond to p-values over 0.05;
values in orange correspond to p-values over 0.01. Bold-face is used to highlight the best performer in
each case (italics are used for the worst performer).
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REPEATABILITY SEPARABILITY RELIABILITY
g £ 4 g £ 4 >
- <) ) ) - <) ) Q, o o) A [
3 = Zz N ) 2 s 2 N & 2 =5 2 N &
Q < = < q Q < < < Q Q < = = qQ
MCP .964 .925 .971 .958 .952 .995 .996 .998 .988 .996 .882 .947 .950 .782 .930
PCT B2 .905 .939 .959 .966 .998 .982 .980 .993 .998 .941 .839 L1755 .852 .936
Gcc 967 .804 .984 .908 .963 .995 .941 .947 975 .987 .876 .758 .218 .782 .742
BCC .991 .989 .994 .985 .988 .995 .993 .997 987 .992 .645 .628 710 584 .589
sSCcC .979 .956 977 .939 971 .998 .992 .997 .988 .986 .911 .852 .884 .838 .666
FRX .828 .794 .853 .812 .786 .978 .965 .982 978 .900 .886 .850 .892 .892 .660
CST-R .901 .849 .922 .927 .840 .978 .926 972 .941 .981 817 .655 .734 .539 .892
CST-L .948 .716 .885 .887 .893 .960 .921 .923 .695 .960 .556 .768 .578 .205 .720
ML-R L917 .850 .889 .870 .931 .987 979 .991 .964 .991 .861 .875 .923 178 .883
ML-L .768 .854 .888 .881 .811 .957 .964 .989 917 .970 .837 797 2911 .568 .861
ICP-R .821 .798 .951 .886 752 .986 .968 .988 967 .984 .927 .859 .801 771 .939
ICP-L .871 .748 .952 877 .875 975 .975 .986 .952 .983 .835 .907 778 708 .876
SCP-R .564 .893 747 .629 .953 .952 .970 .872 .963 .899 .876 774 .633 .905
SCP-L .801 .798 .869 .792 742 97T .978 .992 .893 .970 .893 .901 .941 .633 .894
CP-R .940 .832 .876 .825 .892 .994 .985 .996 .984 .993 .906 .919 .966 917 .937
CP-L .936 .832 .913 .904 .856 .996 .989 .996 .992 .996 .940 .939 .954 .920 971
ALIC-R .978 .918 .943 972 .958 .996 .985 .985 .991 .996 .844 .844 .790 L1538 .904
ALIC-L .803 .908 .920 .951 .918 .988 .984 .993 .963 .988 .943 .850 .923 .560 .870
PLIC-R .933 .932 .970 .947 .850 .999 .995 .998 .993 .998 979 .930 .943 876 .988
PLIC-L 917 .845 918 .954 .902 .997 .994 .998 .996 .997 970 .963 .978 .926 .969
RPIC-R .909 .835 .912 .893 .996 .993 .996 987 .995 .953 .960 .961 .892 .984
RPIC-L .939 .890 .950 927 917 .971 .990 .996 976 .982 674 916 917 .748 .816
ACR-R .951 .964 .968 .946 .955 .999 .996 .998 .998 .998 971 .896 .954 970 .965
ACR-L .953 .941 .976 .959 .959 .999 LT .999 .998 .999 .978 .948 .956 .957 .970
SCR-R .969 .979 .994 .980 .982 .993 .987 .994 .984 .990 .813 617 .520 .550 .651
SCR-L .964 975 .987 .964 976 .999 .995 .998 .992 .998 .962 .824 .875 817 917
PCR-R .967 .968 .985 .947 974 .995 .983 .996 .991 .991 .873 657 .780 .851 .750
PCR-L .961 957 .980 973 .969 .993 .987 .996 .988 .983 .854 LT67 .838 .690 647
PTR-R .935 .899 L9455 .945 .780 .953 971 .981 .961 .952 570 775 .736 574 .815
PTR-L .918 .882 .935 .807 .794 .959 .996 .999 .992 .945 .659 967 .980 .960 LT79
SS-R .913 .879 .834 .891 744 .942 .989 .992 .911 .952 .587 .918 .956 .529 .835
SS-L .876 .894 .837 .891 .825 .928 .989 .994 972 ROI7RIS 614 .908 .962 .789 .853
EC-R .867 .834 .766 .834 .870 .972 .991 .996 .975 .981 .821 .947 .982 .865 .870
EC-L .891 .859 .763 .662 877 .985 .993 .998 .993 .991 875 .956 .993 979 .930
CGG-R 971 .966 .989 .953 977 .993 977 .995 .838 .989 .814 .585 .662 197 .685
CGG-L .973 .964 .978 .955 .959 .990 .979 .994 .980 .991 724 .633 .795 .689 .809
CGH-R .894 .851 .897 762 .876 .988 .957 .600 974 .985 .896 769 134 .899 .891
CGH-L .987 .796 .817 .847 .886 .255 .975 .992 .889 .619 .021 .890 .957 .551 L1567
FX/ST-R .807 .850 .819 .871 .502 987 .976 .972 972 .986 .936 .858 .863 .820 972
FX/ST-L 877 .799 TTT .866 .756 2947 .982 .996 .984 .978 687 .916 .981 .889 914
SLF-R 975 .961 .975 .981 .981 .982 .980 .996 .975 .961 .578 .661 .875 .433 .815
SLF-L .976 .949 .970 .968 .983 .993 .988 .990 .991 .991 779 .806 752 773 651
SFOF-R .867 .897 L9477 .828 .822 .801 .965 .723 .709 .293 .592 .310 .302
SFOF-L .872 .857 .927 .916 .867 .889 .916 .913 477 .831 .507 .610 .434 072 .395
UF-R .830 .925 761 .978 .958 975 .951 .983 .931 .795 .921 .594 .933
UF-L .782 .859 .789 .921 .176 .984 .940 972 .931 .688 .202 .966
TP-R .608 .709 .821 .812 .805 974 .923 .980 .933 .928 .937 778 .899 .722 T17
TP-L .674 .800 .795 .864 .993 .967 .990 972 .985 .980 .853 .954 .826 .951

Table F.3: Region-based statistics for measurement: RTPP. The smaller the repeatability, the better.
The larger the separability and the reliability, the better. Values in red correspond to p-values over 0.05;
values in orange correspond to p-values over 0.01. Bold-face is used to highlight the best performer in
each case (italics are used for the worst performer).
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REPEATABILITY SEPARABILITY RELIABILITY
g &5 g & 4 g 5 4
~ g & 2 ~ 2 & [ - <) I3 q
2 = 2 < 5 ~ 5 a N 7 3 5 2 < 5
Q < = = Q Q < = = qQ Q < = = Q

MCP — .839 .913 .934 .962 — .975 .985 847 .995 — .864 .853 .268 .887
PCT .832 .932 .850 .948 .978 .969 .917 .992 .881 .682 624 .859
GCC — .915 .967 .950 .944 — .989 .988 .973 .996 — .885 725 643 .927
BCC —_ .964 .979 967 .801 — 973 .995 .985 978 —_ .568 .806 .684 .898
sccC = .922 .947 .965 .923 = .983 979 .988 .986 = .822 712 744 .845
FRX — 771 .818 .552 — .902 .980 .975 .984 — 677 .900 .945 .952
CST-R — .817 .921 .906 .866 — .951 .986 .950 .958 — .781 .851 642 .755
CST-L — .814 775 784 874 — .913 .963 .933 .969 — .660 .854 752 799
ML-R — T79 .820 847 — .937 977 .896 .891 — L7677 .885 716 556
ML-L .785 .846 .919 .832 .939 987 .956 .923 .T67 .920 .639 .668
ICP-R — .661 .909 .840 .784 — .942 .973 971 — .847 769 .843

ICP-L — .602 .926 .883 .899 — .897 .942 .876 717 — 775 .547 .453 .204
SCP-R — .792 779 .744 — .848 .894 .964 .691 — .538 .652 .888 .364
SCP-L — .689 .851 .662 .785 — .803 .970 .879 .897 — .560 .826 L711 652
CP-R — .691 759 .833 .628 — .960 .984 .982 .991 — .883 .938 .902 977
CP-L — .886 .937 .853 — .945 .984 .973 .992 — .855 .873 .691 .945
ALIC-R — .793 .900 .864 .898 — .926 .974 .947 .950 — 721 787 .709 .660
ALIC-L —_ .895 .853 .813 .795 —_ .964 .994 .987 .987 —_ .738 .961 .932 .941
PLIC-R — .871 .963 975 .906 — .962 .996 977 .994 — .763 .898 .510 .935
PLIC-L — .869 .939 .896 775 — L9381 .994 .967 .997 — 637 911 752 .985
RPIC-R = .780 .952 .891 .902 = .948 .994 .992 .991 = .799 .897 .929 .919
RPIC-L — .889 .946 .919 .827 — .952 .995 .908 .991 — .690 917 448 .952
ACR-R — .894 .979 .948 — .976 .996 975 .990 — .814 .840 667 .965
ACR-L — .942 .984 .952 .879 — .988 .996 .956 .995 — .822 .785 .509 957
SCR-R — 967 .993 975 .927 — 875 .984 .968 .992 — .189 .295 .429 .899
SCR-L —_ 972 .990 .964 .939 —_ .978 .981 .987 .995 — .563 .334 .731 .930
PCR-R = .930 .985 .983 973 - .958 .996 .985 .996 = .588 775 524 .862
PCR-L — .951 .985 .959 797 — .960 .997 .991 .996 — .539 .809 .821 .983
PTR-R — .827 .969 .850 .891 — 977 .961 672 .928 — .878 .436 .285 .585
PTR-L — .860 .921 .907 .740 — .994 .999 L1702 .992 — .959 .985 180 970
SS-R — .883 .876 .827 .919 — .974 .969 .958 — .812 794 .647
SS-L .871 .963 .632 .982 .982 .986 .985 .873 .935 L7131 .960
EC-R — .825 857 .839 .800 — .979 .994 .988 2991 — .890 957 .929 957
EC-L —_ .901 .899 .814 —_ .979 997 .993 .996 —_ .821 971 .963 .988
CGG-R = .911 .984 .932 .918 - 977 .996 .995 .993 = 789 L791 .929 .919
CGG-L — .896 .968 .936 .837 — .982 .994 .910 .994 — .849 .840 .394 .964
CGH-R — 784 .821 — .884 .973 .986 .912 — .622 .905 .928 .766
CGH-L — L7197 771 .783 — .924 .991 .984 .986 — 712 .933 .937
FX/ST-R — .819 .841 .584 .848 — .940 .964 .980 .914 — .738 .954 616
FX/ST-L 872 .417 .558 .978 .993 .905 .995 .850 .808 .980
SLF-R — .970 .985 .935 .897 — 971 .998 .993 .996 — .498 .905 .958
SLF-L —_ .955 .961 .888 .951 — 970 584 972 .982 —_ .598 .795 .728
SFOF-R = .832 .908 .366 = 469 .969 .928 .863 = .130 794 .799
SFOF-L — .869 .945 .954 .870 — .951 .888 .967 — 719 574

UF-R — .808 757 .789 — .913 403 .889 — .668 .125 .699
UF-L — .880 .853 .903 .869 — .937 977 .933 .959 — 642 .863 575 754
TP-R — 782 .858 — .816 .985 .869 .972 — .492 .905 .640 .912
TP-L .811 757 .822 .958 .990 LT725 .946 .812 .961 .319 .833

Table F.4: Region-based statistics for measurement: NG. The smaller the repeatability, the better. The
larger the separability and the reliability, the better. Values in red correspond to p-values over 0.05; values
in orange correspond to p-values over 0.01. Bold-face is used to highlight the best performer in each case
(italics are used for the worst performer).
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REPEATABILITY SEPARABILITY RELIABILITY
g £ 4 g £ 4 g 5 4
~ 2 & 4 - L & 4 & <) 3 g
& = Z N & 3 S 2 I & & s 2 I &
Q < = < q Q < < s Q Q < = = Q

MCP .992 967 .966 .988 975 .999 .995 .997 .995 .998 .861 .873 .929 714 .908
PCT .981 958 .940 .973 .935 .997 .980 .959 .994 .970 .863 .680 .587 .816 .680
Gcc .989 .965 .951 .954 .940 .997 .985 .995 .996 .988 .800 .696 .901 .912 .828
BCC .996 979 .962 .963 .984 .998 .997 .994 .995 .996 702 .889 .872 .874 .802
sSCcC .988 .962 .929 .988 .951 .998 .980 .983 .997 .992 .863 .658 .805 794 .856
FRX .796 .564 .641 .660 .987 .976 973 .960 975 .958 .893 .939 .897 .931
CST-R .969 .929 .901 .968 927 .988 .982 .987 .958 .985 714 .792 .885 421 .824
CST-L .974 .924 .884 .959 .851 .982 .975 .956 978 .922 .581 .750 717 .646 .639
ML-R .916 .902 874 877 .866 .989 978 .947 .864 976 .887 .814 .693 437 .847
ML-L .917 .891 .834 .800 .846 .981 .980 .928 912 .950 .809 .844 .681 675 .T47
ICP-R .927 .872 .788 .926 .491 .970 .975 749 .832 .923 .701 .834 .387 268 .860
ICP-L .904 .896 .844 .754 .746 .961 .939 912 .954 .830 .702 .613 .619 .835 .554
SCP-R .878 .853 .840 .883 .865 .923 .955 .852 915 872 .594 .758 480 .560 .480
SCP-L .915 .814 .888 .820 .988 .971 .921 972 .941 .880 .863 778 .795 L7411
CP-R .944 .889 .609 .968 .839 .996 .989 .988 .992 .987 .934 .909 .970 .791 .927
CP-L .960 .922 .888 .971 .898 .997 .991 .992 .989 .994 .933 .893 .935 730 .942
ALIC-R .982 .938 912 .970 .942 .997 .987 .990 .992 .997 .864 .822 .897 .799 .944
ALIC-L .906 .894 .875 .968 .841 .996 .990 .987 .982 .990 .954 917 .907 .633 .938
PLIC-R 972 .956 .675 977 .900 .999 .995 .997 .985 .999 .961 .897 .991 .604 .985
PLIC-L .955 .909 .874 .956 .796 .998 .995 .997 .986 .997 .966 .946 .978 754 .985
RPIC-R .958 .916 .847 974 .937 .996 .993 .991 .970 .988 .902 .924 .944 458 .843
RPIC-L .963 L9917 .740 .975 .864 .996 .992 .994 .972 .994 .899 .910 977 466 .959
ACR-R .990 .976 .903 .991 .927 .999 .998 .998 .994 .998 .906 .913 .981 .604 979
ACR-L .988 .973 781 .984 .924 .999 .997 .997 .996 .998 .932 .904 .988 .807 972
SCR-R .995 .989 .964 .995 967 .998 .992 .991 .995 .992 .755 .578 .794 .502 .806
SCR-L .991 .981 .835 .995 .907 .999 .996 .997 .996 .997 .905 .837 .983 .580 .968
PCR-R .985 .983 .886 .980 .928 .998 .994 .995 .989 .996 .881 745 .959 .638 .942
PCR-L .970 975 .982 .881 .998 .994 .992 .993 .995 .943 .808 971 .703 .963
PTR-R .984 .964 .909 .980 .959 .992 .984 .983 .982 .986 678 .684 .840 .519 737
PTR-L .975 .936 .807 977 .810 .998 .997 .998 .985 997 .933 .962 .988 .606 .987
SS-R 974 .938 .867 .974 .913 .973 .970 .683 970 584 .482 .666 .223 .453 .108
SS-L .950 .960 .867 .958 .938 .987 .989 .988 977 G 797 784 .913 .641 .683
EC-R .969 .823 .836 .981 .909 .994 .990 .987 2947 .986 .842 .946 .928 257 .869
EC-L 977 877 .876 .983 .897 .998 .995 .995 .942 .996 .915 .960 .959 214 967
CGG-R .986 .961 .920 .970 .963 .992 .990 .987 979 971 .622 797 .858 .580 549
CGG-L .980 .958 .967 .885 .996 .992 .996 .952 .994 .815 .844 .986 .893 .950
CGH-R .911 .859 .765 .824 770 .884 967 911 .984 .962 405 .805 .705 .915 .855
CGH-L .908 .788 .498 .931 .990 .982 .945 .900 .949 .906 .920 .897 .383 .849
FX/ST-R .926 .812 .945 .838 .946 .956 .974 .564 .804 671

FX/ST-L .950 .819 .854 .955 .893 .996 .990 .996 .984 .996 .922 .945 .976 720 .964
SLF-R .993 979 .956 .993 .959 .998 .997 .997 2990 .998 .798 .875 .942 .390 .953
SLF-L .991 .965 .869 .989 .862 .996 .994 .997 .985 .996 .690 .863 .975 436 974
SFOF-R .951 .897 .806 .920 .908 .930 .969 Reyard LT17

SFOF-L .762 .918 .857 .960 .987 975 .985 .988 .985 .948 762 .903 .768 .947
UF-R .640 T4 .814 .805 763 .975 957 .909 .827 .980 .933 .834 651 483 .921
UF-L .876 .883 .881 767 .976 .964 .963 710 .973 .835 757 .885 .225 .892
TP-R .483 .797 .543 .813 .321 .991 .964 976 .959 .984 .983 .843 .949 814 977
TP-L .790 .868 .861 .995 .982 .970 2945 .983 .975 .881 .898 .706 .942

Table F.5: Region-based statistics for measurement: MSD. The smaller the repeatability, the better.
The larger the separability and the reliability, the better. Values in red correspond to p-values over 0.05;
values in orange correspond to p-values over 0.01. Bold-face is used to highlight the best performer in
each case (italics are used for the worst performer).
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REPEATABILITY SEPARABILITY RELIABILITY
EE S B S R
~ g & 2 ~ 2 & [ - S 3 g
I3 S a < 2 I3 5 a < 2 3 5 & < 2
Q < = = q Q < = = q Q < = = qQ

MCP 977 .947 .978 .968 .998 992 .959 .998 .995 .902 871 .871 .899 .863
PCT .958 .935 .803 .959 .955 .992 .964 .909 .992 .993 .846 635 .664 .840 .868
GCcc .949 .924 .954 .950 .949 997 .989 .992 .997 .995 .946 .874 .850 .946 .912
BCC .951 .921 .968 .952 .841 .943 .988 .993 L9483 .970 .447 .864 .831 443 .838
SCC 972 .929 .910 978 .933 970 .926 .949 .973 .941 .481 471 .625 .493 .516
FRX .659 744 .654 .986 .973 .989 .986 .990 .961 .926 .959 .962 .968
CST-R .955 .899 927 957 .916 .985 .964 977 .985 .969 .750 .733 757 .737 .722
CST-L .926 .914 .588 .927 .893 .985 .933 .861 .985 .953 .828 544 .718 .825 .683
ML-R .741 .733 .819 .748 .873 .909 911 .959 912 .906 .721 .733 .808 722 .552
ML-L .870 .826 .857 872 .833 .858 .953 .979 841 .950 .441 778 .868 405 .760
ICP-R .861 .837 .785 .883 .962 .950 .886 .681 778 L7557 .681
ICP-L .843 .846 .881 .844 .902 .951 .847 .952 587 .752 .461 .755 .122
SCP-R .824 .803 .831 .881 .899 .844 .882 .566 .637 .589 .558
SCP-L .820 .709 .806 .826 .790 .925 .892 .910 .928 .901 .691 707 .663 .692 657
CP-R .930 .892 .649 .934 .992 .987 .960 .993 .992 .901 .892 .893 .898 .976
CP-L .838 .813 .840 .840 .985 .982 .966 .986 .990 914 912 .892 917 .941
ALIC-R .897 .869 .874 .900 .883 .953 .952 .973 .953 .892 675 722 .820 671 .489
ALIC-L 912 .850 .551 917 .803 .995 .983 .995 .995 .987 .945 .895 .988 .943 .937
PLIC-R .963 .928 .923 .965 .908 .986 972 .992 .988 .991 .726 L7716 .905 .734 .908
PLIC-L .921 912 913 .918 .803 .994 .986 .986 .994 .996 .930 .863 .863 .934 .982
RPIC-R .927 .918 911 .928 .889 .988 .988 .995 .988 .990 .860 .873 .945 .858 .916
RPIC-L .935 .930 878 .938 .746 .995 .990 .995 .995 .991 .927 .868 .963 .924 .964
ACR-R .986 .963 .955 .987 .995 .994 .997 .995 .987 737 .870 .933 .730 .954
ACR-L .983 .956 .968 .984 .842 .995 .984 .996 .995 .994 .769 724 .891 L7775 .965
SCR-R .992 .975 .988 .993 .920 .996 .982 .986 .996 .988 .659 .582 456 .655 871
SCR-L .987 .970 .970 .988 .950 .997 .993 .994 997 .996 .811 .815 .841 .807 .924
PCR-R .973 .976 .979 974 .964 .996 .991 .997 .996 .995 .864 786 .876 .861 .889
PCR-L .948 .950 .961 .949 .824 .998 .993 .998 .998 .997 .958 .880 .952 .958 .982
PTR-R .963 .928 .957 .964 .887 .992 976 .990 .992 .945 .818 .746 .810 .816 .660
PTR-L .947 .855 .824 .949 .754 .999 .996 .999 .999 .991 975 972 .993 974 .963
SS-R .934 .882 .810 .938 .900 .964 .832 .875 .966 .958 .637 .369 .570 .635 .696
SS-L .918 .943 .920 .741 .982 976 .974 .982 .979 .814 695 .918 .816 .923
EC-R .965 .864 .570 .968 .816 .994 .988 .993 .994 .990 .852 .921 .983 .844 .950
EC-L .966 .850 .823 .967 .786 997 .993 997 .997 .995 911 .956 .981 .907 .978
CGG-R 974 .928 .961 975 .911 .995 .993 .997 .995 .993 .840 .908 917 .834 .930
CGG-L .963 .932 .942 .964 .850 .997 .990 .994 997 .994 .915 877 .912 .912 .961
CGH-R .817 .868 .820 .906 .963 971 .891 .958 .640 T .907 .595 .880
CGH-L .795 .838 .801 T .991 .978 .990 .991 .985 .956 .876 .966 .955 .936
FX/ST-R .910 .783 .829 O .854 .907 .940 .929 .896 .874 .469 .7T75 .691 432 .503
FX/ST-L .916 .798 .919 .547 .996 .988 .993 .996 .994 .953 .945 977 .952 .986
SLF-R .988 .958 .947 .989 .936 997 .995 .998 .997 .995 .796 .900 .963 187 .928
SLF-L .988 .927 .917 .988 .964 971 .985 .882 971 979 .282 .827 .383 .282 .629
SFOF-R .862 .823 .883 .867 .446 .928 .953 .914 .695 .702 .855
SFOF-L .822 .929 911 .824 .915 .966 .956 .509 .968 .836 .836 .607 .084 .844 .303
UF-R .664 .832 .743 (BB L7711 .954 .926 .913 .956 .895 .875 677 .730 877 .662
UF-L .863 .887 .892 .866 .869 .986 .960 .984 .986 .964 .904 L1731 .871 .902 T
TP-R .780 .826 .748 .786 .990 .952 .989 .990 972 .955 176 .958 .955 .905
TP-L .905 .831 .499 .906 .985 .967 .992 .985 .941 .859 .834 .985 .858 .814

Table F.6: Region-based statistics for measurement: QIV. The smaller the repeatability, the better. The
larger the separability and the reliability, the better. Values in red correspond to p-values over 0.05; values
in orange correspond to p-values over 0.01. Bold-face is used to highlight the best performer in each case
(italics are used for the worst performer).
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