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ARTICLE INFO ABSTRACT

Keywords: Human-induced force analysis plays an important role across a wide range of disciplines, includ-
Forces reconstruction ing biomechanics, sport engineering, health monitoring or structural engineering. Specifically,
Human-induced forces this paper focuses on the replication of ground reaction forces (GRF) generated by humans dur-
Artificial neural networks . . - . . .
: ing movement. They can provide critical information about human-mechanics and be used to
Electrodynamic shaker o . o1 - . .
. optimize athletic performance, prevent and rehabilitate injuries and assess structural vibrations
Ground reaction forces . . . o ? K .
in engineering applications. It is presented an experimental approach that uses an electrodynamic
shaker (APS 400) to replicate GRFs generated by humans during movement, with a high degree
of accuracy. Successful force reconstruction implies a high fidelity in signal reproduction with
the electrodynamic shaker, which leads to an inverse problem, where a reference signal must be
replicated with a nonlinear and non-invertible system. The solution presented in this paper relies
on the development of an iterative neural network and an inversion-free approach, which aims to
generate the most effective drive signal that minimizes the error between the experimental force
signal exerted by the shaker and the reference. After the optimization process, the weights of the
neural network are updated to make the shaker behave as desired, achieving excellent results in
both time and frequency domains.

1. Introduction

Human-induced force measurement and analysis play an increasingly important role in a wide spectrum of health-related disci-
plines such as biomechanics [1,2], sport engineering [3-5] or health monitoring [6,7]. In biomechanics, human-induced forces are
often measured using a variety of technologies such as force plates, strain gauges or accelerometers [8]. Analysis of these forces can
provide insight into the mechanics of human movement, such as joint moments and muscle forces. Specifically, Ground Reaction
Forces (GRF), which are generated by the interaction between a foot and the ground, provide information about the mechanics of
human movement, including stride length, step frequency and gait symmetry [9]. Temporal replication of ground reaction forces
is crucial for understanding human locomotion, optimizing athletic performance, and developing technologies for injury prevention
and rehabilitation [10-12].
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In addition, in the field of structural engineering, the human-induced forces have great relevance. In this case, both acceleration
and force signals are used for the assessment of vehicle [13] and aircraft vibrations [14]. Moreover, they are used for the analysis of
Human-Structure Interaction (HSI) [15,16]. In this context, human occupants can influence the dynamic properties (mass, stiffness,
and damping) of slender structures [17,18]. If the effects are not accounted in the design phase, they may cause: 1) structural
damage, 2) a reduction in the lifespan of the structures, and 3) serviceability problems affecting the safety and comfort of its
occupants. Although there are several established methods suitable for simulating human actions on slender structures through the
combination of active and passive components [19,20], the focus of this paper lies on physically reproducing forces equivalent to
those exerted by a human using a non-human device. In [21] it was reported that the movements of an individual or a group of
people could not be precisely duplicated in repeated experiments, even when a timing device was used. This is due to the fact that,
when walking on a vibrating surface, pedestrians tend to modify their walking pattern to maximize their comfort. In addition, human
walking characteristics are affected by a large number of factors, some associated with the subject defined as inter-subject (different
people generate different loads), and others associated with individual subjects, defined as intra-subject (nobody makes two identical
steps) [22,23]. Consequently, this lack of repeatability in the tests makes the task of predicting structural vibrational response highly
complex.

The experimental approach addressed in this work is based on the use of an electrodynamic shaker to reproduce the GRFs gen-
erated by humans. The shaker comprises an inertia-based actuator, which generates structural forces through the inertial movement
of a mass. In the proposed framework, the shaker receives as an input a +5 V signal, and its mass oscillates accordingly. Due to
this operating method, it is not needed to use an explicit mathematical model of the walking force pattern, since the force time
series, measured with instrumented insoles, is directly replicated. By accurately reproducing GRFs, researchers and engineers can
develop effective strategies to mitigate the effects of vibrations on structures and vehicles, improve safety and comfort, and extend
the lifespan of these assets; besides providing support for the understanding of human locomotion and for the development of tech-
nologies for injury prevention and rehabilitation. This approach involves measuring the forces generated by humans during various
activities, such as bouncing and walking, and then replicating those forces using the electrodynamic shaker. Nonetheless, accurately
replicating human-generated forces presents several challenges, including the non-linearity and ill-posedness of the problem. Despite
these challenges, the replication of human forces with electrodynamic shakers holds great promise for advancing our understanding
of the effects of human-generated vibrations on structures and materials.

Hence, this paper deals with the development of an offline algorithm capable of achieving high-precision signal reproduction with
the electrodynamic shaker, which is a nonlinear electro-mechanical system [24]. The problem of inferring a system input belongs to
a wide class of ill-posed inverse problems [25], and arises in different fields and applications, such as metrology, image processing
or spectroscopy. Several strategies for dealing with this type of problem can be found in the literature: a high number of research
related to adaptive control has been developed for shaking tables with the aim of simulating earthquakes and this has shown the
important capabilities of the adaptive tuning of such complex systems [26-31]. Adaptive control techniques for human-induced
forces have been also explored in the field of humanoid robots [32-34]. An alternative approach involves the implementation of an
iterative learning control system (ILC) [35], which is a control method that identifies the actuator model and iteratively modifies the
drive signal. As we are dealing with a non-invertible model of the shaker dynamics, the problem becomes more difficult, leading to
a highly non-trivial task. Solutions to this problem in the literature include the adoption of a more traditional approach to obtain the
inverse model of the system based on classical inversion [36,37], or using an alternative inversion method such as stable inversion
[38] or adjoint systems [39,40]. Also, approaches concerning modeling-free inversion-based iterative feed-forward control can be
found in [41], as well as robust ILC designs with experimental verification [42-44]. Another alternative present in literature is the
implementation of a model-based control similar to the one implemented in [27] for Multi-Axis Hydraulic Shaker. Lately, there
has been a growing trend wherein model inversion is no longer required by using data-driven techniques [45,46,55,48,49]. In this
context, Artificial Neural Networks (ANNs) have been intensively studied over the last few decades and are an appealing and flexible
alternative to the classical control methods, as they can deal with nonlinear problems [50]. Neural networks have already been
successfully employed in iterative frameworks applied to nonlinear systems [51-54,47].

Following this trend, a Machine Learning (ML) data-driven approach has been chosen to be applied in this paper. Therefore,
a black box system based on an iterative neural network algorithm has been developed, verifying the stability and reliability of
the method both by simulations and via experimental. The framework implemented consists of applying an ANN as a regressor to
iteratively generate a drive signal. As the direct model of the shaker has been satisfactorily obtained in previous works [56], the error
between the simulated shaker force and the reference is assessed at each iteration by simulation of the model. Consequently, the
system selects the drive signals which produce an inertial force that is within a defined error tolerance compared to the reference,
using these selected data to retrain the ANN in the next iteration. This process updates the ANN weights at each iteration, resulting
in the drive signal converging towards an optimized value, as shown through experimentation. Because the network is exclusively
trained using data from the shaker’s ideal operational span, its output will be confined within this range, guaranteeing stable system
operation.

The key contributions of this paper are outlined as follows: first, a methodology to accurately replicate human-generated forces
with a mechanic actuator is presented. Second, a precursory method for systematizing dynamic load tests on structures has been re-
ported, ensuring the process is completely objective, repeatable, and independent of pedestrian influence. Third, an offline algorithm
employing ML techniques has been implemented on an electrodynamic shaker, eliminating the need for its inverse model, which
constitutes a novelty in the field. Experimental tests have confirmed the system’s optimal performance, convergence, and stability.

The manuscript is organized as follows. In Section 2, the procedure and description of the methods used in the experimental GRF
data acquisition are set out. The dynamic behavior of the electrodynamic shaker and its modeling are presented in Section 3. The



C. Peldez-Rodriguez, A. Magdaleno, J.M. Garcia Terdn et al. Heliyon 10 (2024) 32858

Fig. 1. Loadsol sensorized insoles photography.

Table 1

Experimental force measurements.
Name Motion type Frequency (Hz) Amplitude
Exp 1 Bouncing 1 Low
Exp 2 Bouncing 1 High
Exp 3 Bouncing 1.5 Low
Exp 4 Bouncing 1.5 High
Exp 5 Bouncing 2 Low
Exp 6 Bouncing 2 High
Exp 7 Bouncing 2.5 Low
Exp 8 Bouncing 2.5 High
Exp 9 Walking 1.5 -
Exp 10  Walking 1.75 -
Exp 11 Walking 2 -
Exp 12  Walking 2.25 -
Exp 13  Static random - Low
Exp 14  Static random - High
Exp 15 In motion random - Low
Exp 16  In motion random - High

ANN design process and its implementation in the iterative algorithm are described in Section 4. The experimental validation of
the proposed method is proposed in Section 5. Lastly, the discussion, conclusions, and suggestions for future work are presented in
Section 6.

2. Experimental GRF data acquisition

The acquisition of experimental force data for subsequent replication is conducted utilizing a set of wireless instrumented insoles,
recently released by Novel Gmbh (Munich, Germany) [57,58]. The Loadsol® sensor, depicted in Fig. 1, is engineered to directly
measure the total GRF normal to both the shoe and the plantar surface of the foot. Employing a sensor based on capacitors, highly
ergonomic and linearly sensitive, spanning the entire plantar area, Loadsol® ensures that force is measured in a direction perpen-
dicular to the plantar surface, regardless of its point of application. The sensor is affixed to a compact electronics unit attached onto
the lateral or upper side of the footwear. Force data are captured at 100 Hz and transmitted wirelessly in real-time via Bluetooth to
a smart device for storage, review, and analysis. The performance of this device has already been assessed in [59,60].

A total of 16 experimental force measurements are performed for different movement conditions at different frequencies and
amplitudes (see Table 1), focusing motion types in which there is always at least one foot touching the ground (bouncing, walking,
random excitation), to ease the replication of these signals using the electrodynamic shaker. Note that two kinds of random excitation
are considered: one performed while keeping both feet on the ground and the other including movement at a random and non-
constant pace. They differ from bouncing and walking in an attempt to create more complex and arbitrary signals in which the
frequency content is unpredictable to ensure that the developed control system is capable of correctly dealing with such complex
scenarios. Given that the shaker can solely exert forces at a single point, it was decided to replicate the sum of the forces associated to
each foot, corresponding to the total force applied by the pedestrian on the ground. Measurements were conducted over a 20-second
interval by a male individual standing at a height of 192 cm and weighing 77 kg.

The signals recorded are loaded into MATLAB and undergo preprocessing, which involves combining the signals from both feet
by summation, applying an offset to make the signal centered at 0 N and resampling the resulting force signal to 1000 Hz, which
will be the input of the iterative ANN algorithm. Six of these reference force signals are displayed in Fig. 2. Note that after centering
these signal around O N some of the force values become negative. The rationale behind this is that the focus of the study lies in the
dynamics of the structure subjected to the applied force. Therefore, the static component of the force is eliminated by removing the
offset, as the goal is that the shaker reproduces only the dynamic load centered at O N.
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Fig. 2. Experimental reference force signals measured with Loadsol insoles.
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3. Inertial-electrodynamic-mass actuator dynamics and modeling

An inertial mass electrodynamic shaker was used for GRF replication, the specific model being an APS 400 ELECTRO-SEIS
(Fig. 3(a)). These devices are commonly employed to induce forces in structures while undertaking dynamic tests. They generally
operate by applying either a noise signal to the structure or a sinusoidal signal. The actuator consists of a moving reaction mass
(denoted as m,) attached to a current coil that moves in a magnetic field created by an array of permanent magnets. The moving
mass is connected to the frame by a suspension system that can be modeled as a spring stiffness K, and a viscous damping c4
(Fig. 3(b)). The shaker is powered by means of an amplifier which receives an electrical signal varying between +5 V and provides
the shaker with the necessary power signal in order for the moving mass to oscillate accordingly.

Further information about the different operational modes of these devices can be consulted at [61]. Voltage mode amplification
has been used for force reconstruction, since it is the preferable choice for burst random and sine chirp excitation. The dynamics of
an inertial mass actuator operating in voltage mode can be described as a third order transfer function relating the generated force
F and the voltage input V' as shown in Eq. (1) [56], where K, corresponds to the transducer constant (in N/A), w, is the natural
frequency associated with the suspended moving mass system, £, represents the damping coefficient and the pole at € accounts for
the low-pass filtering property of these instruments, absorbing frequencies higher than the cut-off frequency ¢ (in rad/s).

G ()= L& F(s) < ><S+LE> 1)

Vi(s)
The process of obtaining the model consists in optimizing the parameters of the transfer function by applying a curve-fitting
algorithm so that the error between the experimental and analytical Frequency Response Function (FRF) is minimum. This task is
undertaken through the Isqnonlin function implemented in MATLAB. The experimental FRF is calculated by applying a 60000-point
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Fig. 4. Actuator’s transfer function, denoted by G 4 (s), whose magnitude is expressed in dB relative to 1 N/V.

Blackman window over the experimental data obtained by applying white noise as the input voltage signal V' to the shaker in the
range of +5 V with a test duration of 10 minutes and a sampling frequency of 1000 Hz. Experimental acceleration was measured
with piezoelectric accelerometers (IEPE) from MMF (Metra Mess und Frequenztechnik), so an estimation of the applied force can
be computed by multiplying the measured force by the value of the moving mass (31,2 kg). The amplifier’s manual gain position is
adjusted to 25% of its maximum capacity. The resulting parameter values are: w, = 15.02 rad/s (2.39 Hz), K4, = 4113 N/V, £, =0.23,
and € = 62.08 rad/s (9.89 Hz). Fig. 4 illustrates a comparison between the experimental and fitted FRF. It’s important to note that
the slight fluctuations observed in the experimental FRF magnitude at frequencies close to 0 Hz stem from the accelerometer’s
measurement range, which initiates at 0.16 Hz.

4. Iterative neural network algorithm

This section describes the proposed methodology for addressing the GRF reconstruction. To ensure that the shaker generates a
specific force, it must be supplied with the appropriate command signal V(t). Nonetheless, the generation of this signal is not a trivial
process. Therefore, the framework implemented consists of applying an ANN as a regressor to iteratively generate a drive signal;
the error between the simulated shaker force and the reference is assessed at each iteration by simulation of the shaker model.
Consequently, the system selects the drive signals which produce an inertial force that is within a defined error tolerance compared
to the reference, using these selected data to retrain the ANN in the next iteration.

The basic flow diagram of the proposed iterative algorithm is shown in Fig. 5. First, the system identification is performed in
order to obtain the actuator direct model. With this information, and with the desired reference signal as an input, the ANN retrieves
an offline drive signal in each iteration. This signal is then applied to the actuator model and the simulated output signal is compared
with the reference signal to evaluate the error in that iteration. If the error is greater than a defined tolerance, the algorithm is rerun,
obtaining a new drive signal with the information acquired in the previous iteration. This procedure is repeated until an optimal
simulated signal is obtained or until the maximum number of iterations is reached.

In this framework, the ANN is responsible for providing a drive signal when the reference is inputted. This ANN is only altered
at the end of an iteration, when the training data is updated and the network is retrained, keeping the original network structure
intact (only the weights and biases are modified). In this scenario, the ANN operates as a regressor whose output is always bounded
within the optimum operating voltage range of the actuator, as the ANN is only trained with data belonging to this range. The
stability, reliability and convergence of the proposed method are verified by simulations. An explanation of the developed algorithm
is presented in the following sections, starting with the ANN design process.

4.1. ANN design

ANN are adaptive systems that have been successfully used for solving a wide variety of problems that cover high levels of
nonlinearity. Among the many possible ANN architectures, a single layer Multilayer Perceptron (MLP) has been employed. Regarding
the selected ANN structure, the use of more sophisticated networks, such as recurrent networks (RNN) or Long short-term memory
(LSTM), which take into account temporal data sequences, was considered. Nevertheless, it was noticed that, by implementing a
simpler structure, such as the MLP with a single hidden layer, satisfactory results were obtained, so the simplest system was preferred
as it allowed faster training and easier implementation. The theoretical fundamentals of this type of systems can be consulted in [62].
Since MLP neural networks behave as a universal approximator, the use of a single hidden layer is usually sufficient to guarantee
the convergence of any regression problem. Moreover, it should be noted the lack of a unified criterion in the literature that helps
to select the optimal value of layers or neurons per layer; instead these parameters are usually determined empirically. In this work,
after some tests, the network was defined with three layers, including an input layer, a hidden layer and an output layer. Finally, the
Resilient Backpropagation Algorithm [63] was employed to train the ANN. The remaining parameters established in the creation of
the ANN can be consulted in Table 2.
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Fig. 5. Operation scheme of the proposed iterative control system.

Table 2
Implemented ANN parameters.

ANN Parameter Value
Training ratio 70%
Validation ratio 15%
Test ratio 15%
Training function Resilient Backpropagation
Perform function MSE
Limit training epochs 10000
Limit training time 30000
Training goal 0.01
Training minimum step le-6
Training maximum fails 500
Training minimum gradient le-100

Activation/Transfer function  Log-sigmoid

The ANN design process consists in defining the inputs that the system needs in order to predict the voltage value required at
each instant. Since an inertial shaker is used for that task, the force generated at a certain instant i is dependent not only on the
voltage signal at the previous instant i-1, but also on the conditions of the moving mass (position and velocity) at that instant i-1,
which is commonly known as its state. Furthermore, the limited range of movement of the moving mass (+ 8 cm from its balance
position) makes it necessary to predict the required movements of the moving mass sufficiently in advance in order to be able to
reproduce the reference signal with the smallest possible global error. Hence, to determine the value of the voltage signal at instant
i, it is necessary to feed the network with the desired reference signal data corresponding to the instants from i to i+m, where m is
a parameter to be fixed in the algorithm. By doing this, the error between the reference and the output force at instant i would be
greater if only the value of F,,; was taken into account. However, the overall error in the entire time signal will be significantly
smaller and the stability of the system will be guaranteed.

Consequently, after trying different combinations, the ANN is designed with the following structure (Fig. 6, where m =5 for
legibility purposes). The initial m entries offer the ANN details regarding the anticipated future actions, while the remaining inputs
supply information about the shaker’s past state, including both voltage and generated force. After analyzing different values of m,
the final algorithm has been designed with a value of m = 500, which corresponds to half a second of information. Therefore, the
number of neurons in the input layer is equal to 1500(3 X m), the number of neurons in the hidden layer is 500(m), and the number
of neurons in the output layer is 1, corresponding to the voltage value at instant i.

4.2. Iterative algorithm structure

Once the ANN structure and its design has been defined, this network is implemented in the iterative algorithm, as shown in
Table 3.

After identifying the system for determining its associated model (Section 3) and preprocessing the reference data, as commented
in Section 2, the terminating variables of the algorithm are initialized and the initial training data of the ANN is generated (Fig. 7).
At the beginning, the network is trained using noisy data and ramps spanning from the maximum to the minimum voltage, resulting
in a voltage data buffer that is updated iteratively. This process ensures that the network is trained with progressively specific data.
This buffer is limited to a maximum of k points (k= 50000) to avoid an excessive training time of the ANN.

Using this voltage data buffer and the shaker transfer function, the input and output training data of the ANN are generated as
shown in Fig. 8. The network is then trained with the previously defined network parameters (Table 2). Subsequently, this trained
ANN is used to generate the iteration drive signal (Fig. 9). For this purpose, the reference signal is used as an input and the voltage
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Table 3
Implemented ILC-ANN based algorithm.

Iterative ANN algorithm

System identification
Reference signal preprocessing
Initialize Unimproved,,
Initialize E,;,
Initialize Drive signal,,
Initial data training generation
while Unimproved;, < It limit do

Train ANN

Optimal Reference offset selection

Drive signal generation

New training data selection

Iteration assessment

Update Unimproved,,

Update E,,;,

Update Drive signal,,,
end

Random

voltage signal )

Maximum voltage

Output Layer
(1 neuron)

Training data buffer

(Voltage signal of

Voltage ramps I

‘\\ 7

Minimum voltage

Fig. 7. Initial training data generation.

length k)

Heliyon 10 (2024) e32858

Voltage;

and simulated force signals are initialized with m zeros (as well as the F,,, signal, which is set to start and finish with m zeros, in
order to replicate the whole signal, since the algorithm needs this amount of initial and final points to work properly). As the signals
are non-symmetrical and irregular over time, the process performance is highly sensitive to the offset in the reference signal, which
means that this offset will determine whether or not the shaker is able to accurately follow the desired signals. For this reason, this
drive generation process is repeated p times (with p defined as 5 to avoid increasing the iteration time excessively), in such a way
that in each repetition the offset is set to a random value between +10 N of the previous iteration offset value. Then, the errors
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committed between the simulated and reference force for each p repetition are compared and the optimal iteration offset value is
selected and updated.

Afterwards, the simulation-generated force is compared with the reference in the time domain, and those points whose error is
less than the defined tolerance are selected and the corresponding voltage points are appended to the training data buffer (Fig. 10).
Finally, the error committed in that iteration is assessed to see whether or not it is lower than the minimum error obtained in
the execution of the algorithm, being the terminating variables updated accordingly (Fig. 11). The RMSE (root-mean-square-error)
(Eq. (2)) indicator between the simulated force signal and the reference signal is used as a criterion for assessing the iteration. Also,
the number of data points selected in one iteration for the training of the following iterations is defined as the Optimal Points Ratio
(OPR), which represents the percentage of points that are within the defined error tolerance with regard to the total number of points
in the signal. An example of the OPR is illustrated in Fig. 12.

2
N
z,—=1 (Frefi - Fsimi)
N

RMSE = (2)
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The previously detailed algorithm is implemented through a Matlab R2020a script, which lets the user define parameters required
by the algorithm (training voltage buffer length (k), ANN neurons, number of points for each input (m), maximum voltage, error
tolerance, and maximum number of iterations), along with the specification of both the shaker dynamics model and the file (.txt)
containing the force signal to be replicated, obtained from the Loadsol® app. The ANN is created using the parameters specified in
Table 2 and by means of the feedforwardnetwork function of Deep Learning Toolbox.

5. Experiments and results

This section describes the experimental validation process. First, Section 5.1 is devoted to show how the methodology’s perfor-
mance is assessed in a simulated environment by comparing the reference signals with those provided by the shaker model when
excited with the voltage signal proposed by the algorithm. Then, drive voltage signals are fed to the shaker for experimental val-
idation of the methodology. Details on the experimental setup along with the results obtained are given in Section 5.2. Finally,
Section 5.3 provides a discussion of the results obtained.

5.1. Simulation results

The developed algorithm is executed with the 16 reference signals described in Section 2. Since it consists of an offline system,
the Matlab script with the implemented algorithm is launched by entering the Loadsol® files and the shaker dynamics model as
inputs.

The parameters used for this execution are shown in Table 4.

The maximum voltage value is established through the computation of the displacement of the moving mass. This calculation
involves integrating the simulated acceleration signal, derived from modeling the system using the drive signal as input, twice.
Consequently, a maximum voltage is selected to ensure that the moving mass remains within the constrained displacement range of
the shaker (+8 cm), thereby preventing collisions between the moving mass and the end of the stroke limits. Fig. 13 illustrates the
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Table 4
Implemented algorithm parameters.
Parameter Value
Number of layers 1
Neurons per layer 500
Maximum voltage [V] 3.7
Training data buffer length (k) 50000
Number of points for each input (m) 500
Assessment criteria RMSE
Error tolerance [N] 10
Number of maximum iterations 7
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Fig. 13. Expected displacement of the moving mass.
Table 5
Experimental force measurements.
Exp RMSE OPR Iter. Exp RMSE OPR Iter.
Exp 1 52.41 26.77 1.4 Exp 9 65.42 1317 4.2
Exp2  86.69 17.65 4.9 Exp 10  64.70 14.43 104
Exp3  21.28 50.63 9.5 Exp 11 70.58 16.41 10.4
Exp 4 118.30 5.15 4.5 Exp 12 85.29 12.53 3.2
Exp5 26.17 39.91 3.6 Exp 13  15.07 63.97 115
Exp6 3851 35.25 182 Exp 14  70.06 1553 2.6
Exp 7 38.13 22.25 5.5 Exp 15 75.53 15.38 11.0
Exp8  44.32 24.06 7.3 Exp16  131.07 6.54 9.2

Mean 62.72 23.73 7.34

graph of simulated displacement for the shaker moving mass for 8 of the experiments, where it can be seen that, in all cases, the
shaker moving mass does not reach the end-of-stroke limits (represented by two horizontal red lines).

Table 5 presents the outcomes of the algorithm’s execution, displaying the RMSE, OPR, and the number of iteration at which
the best solution is achieved for each experiment. To guarantee the consistency of the outcomes and acknowledge the heuristic
characteristics of the training algorithm, the experiments are repeated 10 times, with the tables showing the averaged values. It can
be seen how the average number of iterations corresponds to 7.34 and the average RMSE corresponds to a value of 62.72 N. In
addition, the simulated output of the iterative ANN algorithm in relation to the reference signal for the 10 depicted experiments is
shown in Fig. 14, where it can be visually appreciated how the signals obtained resemble the reference signals in an remarkable way
for all of the experiments at any time.
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Fig. 14. Simulated force signals (red) compared to the reference force signals (blue).

5.1.1. Error assessment metrics
The accuracy of the force replication procedure carried out for the 16 experimental signals can be assessed using 3 metrics [26]:
root-mean-square (RMS) error r (Eq. (3)), time-domain error e (Eq. (4)) and correlation coefficient ¢ (Eq. (5)).
3 rms(F ¢ (1)) — rms(Fy;,, (1))

T rms(Eyep (1) )

[Fpe p () = Fyp, (1)
e:meanref—s"" 4)
maxlFref(t)l

Cov(F (1), Fyj (1))
c= -
VD(F, ;) - D(Fy;, (1))

where F,, , is the desired time signal, F;,, is the simulated force signal after inputting the optimum drive signal to the shaker model,
rms stands for RMS, max is the maximum value, Cov denotes the covariance and D the variance.

The RMS error r describes the difference in energy between two signals. It reflects the error of the energy transmitted from the
reference and the replicated force to the ground. It is usually used to judge the control accuracy and whether the offline iteration
converges to tolerance. It is common that 0-0.2 is chosen as the convergence criterion [26].

The time-domain error e describes the comprehensive error level caused by the amplitude and time delay [26]. It is the average
of the error percentage at each time point of the two signals, which has a relative value compared with the maximum peak value.
The closer to zero the error is, the smaller the deviation between the two signals. It is well recognized that when the error is between
0 and 0.35 [64], the difference between the two signals can be considered to be very small.

The correlation coefficient c is a statistical indicator to describe the similarity between two signals. The closer to 1 the correlation
coefficient is, the more similar the two signals are. It is generally believed that two signals are highly correlated when the correlation
coefficient falls between 0.8 and 1 [65].

Table 6 shows the error indexes obtained for the simulated output signals regarding the 16 reference signals together with their
corresponding mean and standard deviation (Std) values. Also, Fig. 15 shows the distribution of error metrics across the validation
experiments. It can be noted that the averages of the 3 indexes for the set of performed experiments are within the admissible
tolerance (0-0.2 for r, 0-0.35 for e and 0.8-1 for c¢). Only experiments 1 and 9 exhibit error indexes clearly outside these acceptance
values, with correlation coefficients under 0.75. The signals from experiments 4 and 16 also present error indexes slightly outside the
limits of acceptability. However, these instances arise because the reference force signals surpass the operational bounds of + 400 N
for the electrodynamic shaker. Consequently, the algorithm endeavors to attain the maximum achievable force without the moving
mass of the shaker colliding with the end-of-stroke limits.

)

5.1.2. Convergence

In order to analyze the algorithm convergence to an optimal output signal, the RMSE and OPR are compared to the number of
iterations in each experiment with the aim of observing how they evolve with each iteration. Fig. 16 provides an example of the
evolution of these indexes with regard to the number of iterations for experiment 13. It may be observed that this evolution can
be depicted by a descending straight line in the case of RMSE (Fig. 16(a)) and by an ascending straight line for OPR (Fig. 16(b)).
The slopes of these lines for each algorithm execution are reported in Table 7, noting that the average rate of improvement of the

11
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Table 6
Error assessment indexes.

Exp r e c Exp r e c

Exp 1 0.199  0.146 Exp 9 0.093 0.157 0.618
Exp2 0176  0.107 Exp10  0.026  0.085 0.917
Exp3 0.103 0.147 Exp 11 0.053  0.109  0.920
Exp4 0.282 0.186 Exp12 0.134 0.125 0.908
Exp5 0.104  0.090 Exp13  0.036  0.041 0.934
Exp6  0.041 0.059 Exp14  0.088 0.079  0.937
Exp7 0129 0.134 Exp15 0.109 0.117 0.845
Exp8 0.062  0.068 Exp16  0.263  0.141 0.782

Mean 0.128 0.112 0.875
Std 0.077 0.040 0.102

1.0
----- Admissible Tolerance
0.8
)
» 06
4}
2
®©
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1500 70
Re]
T 60
1000 *
w £
= @ 50
o ]
500 E
3 40
(@)
0 30
0 2 4 6 8 10 0 2 4 6 8 10 12
Iteration number Iteration number

(a) RMSE evolution regarding iteration number. (b) OPR evolution regarding iteration number.

Fig. 16. Convergence analysis of the algorithm. (a) RMSE, (b) OPR.

algorithm is 37.58 N per iteration. The only criterion used to determine if an iteration is better than the previous one is the RMSE,
which explains why the slope of the OPR for experiments 1 and 4 is negative, since it is possible that an iteration presents a worse
OPR than in previous iterations, but a better RMSE.

5.2. Experimental validation

Once the optimum drive signals have been obtained for each one of the 16 experiments, these signals are fed to the electrodynamic
shaker, and the experimental output force is compared to the reference GRFs registered with the insoles.

5.2.1. Experimental set-up

In order to perform these experiments, the electrodynamic shaker was placed on a rigid floor in a laboratory atmosphere. The
experimental output force (GRF) is determined through the measurement of the shaker’s moving mass acceleration using a piezoelec-
tric accelerometer. Subsequently, this acceleration is multiplied by the mass of the moving component (31.2 kg) to obtain the GRF.

12
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Convergence analysis values.

500

Force (N)
o

-500

Exp It. number RMSE slope (N/it) OPR slope (%/it)
Exp 1 1.4 -41.11 -6.48
Exp 2 4.9 -40.96 1.52
Exp 3 9.5 -35.56 3.62
Exp 4 4.5 -92.55 -0.39
Exp 5 3.6 -13.45 3.42
Exp 6 18.2 -25.52 1.54
Exp 7 5.5 -29.05 2.49
Exp 8 7.3 -32.44 2.53
Exp 9 4.2 -50.45 3.66
Exp 10 10.4 -33.20 0.67
Exp 11 10.4 -15.14 0.15
Exp 12 3.2 -41.47 0.92
Exp 13 11.5 -10.99 3.33
Exp 14 2.6 -48.70 1.71
Exp 15 11.0 -51.11 1.23
Exp 16 9.2 -39.62 0.58
Mean 7.34 -37.58 1.28
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Fig. 17. Temporal comparison of the experimental force signal (blue) with regard to the simulated signal (red) for 6 of the experiments.

The configuration of the shaker was the same as described in Section 3, operating in voltage mode, with a maximum manual gain
amplitude of 25% and with the same mass and damping configuration, ensuring that the model used to obtain the optimum voltage
signals faithfully represents the real system.

5.2.2. Experimental results

The experimental GRF signals obtained are shown in Fig. 17 compared to the simulated ones. It can be observed that the
errors between both signals are minimal. Table 8 indicates the correlation coefficients between both signals for the 16 experiments,
observing that all of them are above 0.94. Therefore, it is possible to conclude that the shaker direct model employed is highly
precise, since the experimental signals correspond accurately to the simulated ones.

Furthermore, the experimental signals obtained are juxtaposed with the reference force in the frequency domain (Fig. 18). This
comparison reveals that the frequency content of both signals remains relatively similar across all cases, albeit minor variations in

amplitudes.

As a result, when replicating these signals using the shaker on a flexible structure, similar frequencies will be excited as with

forces exerted by a human individual. Consequently, the response of the structure will be alike in both cases.
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Table 8
Correlation coefficients between experimen-
tal and simulated force signals.

Exp c Exp c
Exp 1 0.95 Exp 9 0.94
Exp 2 0.98 Exp 10 0.96
Exp 3 0.95 Exp 11 0.97
Exp 4 0.94 Exp 12 0.97
Exp 5 0.97 Exp 13 0.96
Exp 6 0.98 Exp 14 0.96
Exp 7 0.95 Exp 15 0.95
Exp 8 0.99 Exp 16 0.98
Mean 0.96
Std 0.015
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Fig. 18. Comparison in the frequency domain: Human signals (blue) as reference and their reproduction with the shaker (red).

5.3. Discussion

Once the experimental results have been presented, they are discussed in detail as follows. Regarding the performance of the
algorithm for the different types of movements, it can be noted, from Table 6, that both bouncing (Exp 1-8) and walking (Exp 9-12)
are replicated with higher fidelity in high frequencies (2, 2.5 Hz), while correlation coefficients for lower frequencies (1, 1.5 Hz)
are slightly worse yet within the admissible tolerances. This phenomenon can be understood by examining the shaker FRF in Fig. 4.
It shows that the system’s amplitude is significantly lower at lower frequencies compared to near its natural frequency (2.39 Hz),
indicating a reduced ability to generate forces at those frequencies, which illustrates that the efficiency of the system will always be
limited to the employed equipment. It is also noteworthy that significant differences exist in the performance obtained for the static
and in motion random signals, with rather worse error indexes for the latter. However, it is important to emphasize that all these
error indexes are within the acceptable tolerance range (except Exp 9 whose c is slightly out), and Fig. 14 illustrates how the time
domain signal replication is very satisfactory.

When observing the frequency content of the reproduced force signals compared to the referenced (Fig. 18), minor differences are
found in terms of frequency components, with practically all the frequencies of the reference signals represented in the experimentally
obtained. Discrepancies in replicating time domain signals manifest in the frequency domain as slight variations in amplitudes.

In any case, the results presented in this paper reveal the good performance of the iterative control system developed, achieving
an optimal and satisfactory efficiency in both the time and frequency domains, as can be seen in the Figs. 14, 17 and 18, and
evidenced by the error rates within the acceptable tolerance ranges. This will allow to perform dynamic tests to assess serviceability
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automatically and without the need for skilled workers, ensuring that dynamic response of the structure will be similar to the
application of forces by a human subject.

6. Conclusions

An iterative neural network algorithm has been developed to solve the inverse control problem of an electrodynamic shaker,
achieving a reliable reproduction of the ground reaction forces produced by different types, amplitudes and frequencies of human
motion or locomotion activities. A total of 16 experiments have been developed to compare the simulated signals with the reference
ones. The comparison has been developed in time domain, but also evaluating the frequency content of the signals.

The proposed implementation is based on a iterative Artificial Neural Network (ANN) approach, aiming at solving the ill-posed
inverse problem of inferring a system input from a specific reference. Also, since dealing with a highly non-trivial task as the shaker
dynamics are modeled with a non-invertible model, an alternative to the classical control has been proposed and validated consisting
of reproducing the behavior of the inverse model of the electrodynamic shaker by the ANN. This offers a solution without the need
for inversion and assures the system’s stability. The experimental work shows that, for the 16 cases, excellent results are obtained
for all the evaluated metrics. Also, being an iterative algorithm, its convergence is studied, revealing an average rate of decrease of
the RMSE is 37.58 N per iteration, which indicates the progressive learning that the model undertakes.

The high-precision replication at any time of the force signal, with the nonlinear electrodynamic shaker, (within its operating
range) represents a significant step in the area of study. It has a high interest in a wide variety of disciplines. In addition, it leads to
the following future lines of research in the field of structural engineering: (1) it will be possible to perform serviceability tests on
structures in a repeatable way and without requiring skilled people. Therefore, the effects of the different human actions (walking,
bouncing, etc.) on the structures can be assessed in a reliable and repeatable way. (2) With the goal of reproducing not only static
human actions but also dynamic locomotive movements, the electrodynamic shaker will be equipped with movement capabilities
across the structure. (3) Observing and learning from the differences between the structure’s response when excited by the shaker and
by a pedestrian will facilitate the analysis of human-structure interaction phenomena through a purely experimental perspective. (4)
By introducing multiple shakers it will be possible to study the effects caused by groups of several synchronized or unsynchronized
pedestrians.
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