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Abstract. Peer review has been an effective approach for the assessment of mas-

sive numbers of student artefacts in MOOCs. However, low student participation 

is a barrier that can result in inefficiencies in the implementation of peer reviews, 

disrupting student learning. In this regard, knowing earlier the estimate number 

of peer works that students will review may bring numerous pedagogical utilities 

in MOOCs. Previously, we have attempted to predict student participation in peer 

review in a MOOC context. Building on our previous work, in this study we pro-

pose an ensemble learning approach with a refined set of features. Results show 

that the prediction performance improves when a preceding classification model 

is trained to identify students with no peer-review participation and that the re-

fined features were effective with more transferability to other contexts.   
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1 Introduction 

Peer review (or peer assessment), in which an equal-status student assesses a peer’s 

work [1], has been a solution to the evaluation of thousands of student artefacts (e.g., 

an essay) in MOOCs [2]. However, this solution itself brings some practical challenges 

at large scale, one of which is the low student participation [3]. Given that MOOC par-

ticipants have different goals and come from diverse backgrounds, their participation 

in peer reviews might not be persistent [4]. With low participation rates, a peer review 

activity might yield various issues. For example, submissions of striving students may 

receive neither feedback nor a grade, which may lead to a decrease in their motivation 

to continue the course. Nevertheless, not many researchers have focused on student 

participation in peer review at large scales [3]. More research is needed to develop 

practical solutions for effective peer-review activities at large scale. One research line 

could involve the prediction of students’ participation in peer reviews. An accurate es-

timation of peer-review participation can be utilized in various practical ways. For ex-

ample, instructors can use this information to tune peer-review activities (e.g., incorpo-

rating an adaptive time schedule for completing peer reviews based on students’ ex-

pected level of participation). This information can be also used to inform the design of 
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other collaborative activities (e.g., forming groups that are inter-homogenous in terms 

of students’ desire to review teammates’ work). 

The work presented in [5] was our first attempt to predict the number of peer works 

a student will review by using regression methods with a large feature set. The results 

were promising with a reasonably low error that decreases as the course progresses and 

more data reflecting the student behaviour becomes available. However, the model was 

built with a large feature set, which may result in overfitting in MOOC contexts with 

fairly less students participating in peer reviews. Further, a large part of the error was 

accumulated on those students who submitted their assignment but did not review any 

peer submission. This paper addresses these limitations by building a new feature set 

with less yet more informative variables, and by proposing an ensemble learning model. 

In the following section, we describe the course data at hand and provide the details of 

our feature-generation approach. Next, we present the experimental study by describing 

the feature selection approach and the details of the ensemble method. Then, the pre-

diction performance of each prediction model employed are shared. We conclude by 

discussing follow-up research ideas. 

2 Previous Findings 

In our previous work [5], we obtained promising results by using regression methods 

to predict student participation in peer reviews in a MOOC (with 3620 enrollments) 

published by Canvas Network1. The feature set contained more than 80 items, including 

weekly cumulative features (e.g., number of discussion activities in total during whole 

week) as well as daily features (e.g., number of content visits per each day before the 

peer-review activity). There were four assignments involving submission of a learning 

artefact, and they were evaluated using peer reviews. Figure 1 provides the histograms 

along with descriptive statistics regarding the number of peer works reviewed by each 

student. The recommended (or required) number of peer reviews appears to be three as 

most students performed three peer reviews at each session.  

 

  
 
 

Fig. 1. Peer review participation with mean and standard deviation scores. 

                                                           
1  https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/XB2TLU  

The id of the course is 770000832960949. 

µ=2.62, SD=1.42       µ=2.56, SD=1.24       µ=2.41, SD=1.67       µ=2.46, SD=1.35    

1st Peer Reviews        2nd Peer Reviews       3rd Peer Reviews        4th Peer Reviews 

https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/XB2TLU
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The prediction models included one of three regression methods (LASSO –least ab-

solute shrinkage and selection operator, ridge, and elastic net) and the performance of 

each method was tested. In Table 1 shows the results of the prediction performance 

with the LASSO regression (which was chosen as it was the best performing method). 

The total mean absolute error (MAE) scores were reasonably low in general, and the 

performance improved considerable with the inclusion of past peer-review activities 

starting from the 2nd peer-review session. However, the prediction of the participation 

of students with no actual peer-review participation was inaccurate. This finding has a 

non-negligible impact on the overall error (note that around 1/6 of students who sub-

mitted their assignment did not review any of their peers), suggesting a need for reduc-

ing the error resulted from the disengaged students to improve the overall prediction 

performance. Furthermore, we found that many features were redundant, particularly 

those derived based on student activities on a specific day (e.g., quiz activity 2 days 

before the peer reviews). Therefore, the predictive model obtained was complex with 

many features that were particular to the context, limiting the transferability of the 

model to other MOOCs. Another possible problem could be the overfitting as this com-

plex model were trained and tested on a small sample. The current study addresses the 

limitations of the previous work by studying more deeply the feature space and propos-

ing an ensemble learning approach, as described in the following sections. 

Table 1. The MAE scores per each actual value of the peer-review participation. 

 0 1 2 3 4 TOTAL  

Peer reviews 1 2.24 1.25 0.39 0.64 1.60 1.02 

Peer reviews 2 1.59 0.82 0.67 0.40 1.08 0.66 

Peer reviews 3 1.18 0.90 0.77 0.32 0.93 0.56 

Peer reviews 4 1.12 1.04 0.71 0.31 0.97 0.58 

3 Improvements 

3.1 Feature Generation  

Given the limitations of the features used previously, we have revised them to obtain a 

reduced yet predictive set that can be transferable over different peer-review sessions 

within the same course and that can also apply to other MOOC contexts. For this pur-

pose, we mainly adopted the features proposed in [6], which are based on edX MOOCs. 

Given that Canvas Network MOOCs have a different database structure than edX 

MOOCs, we have either adopted similar features or extracted the same ones when pos-

sible. The effectiveness of such features in predicting student engagement in MOOCs 

has been shown [7]. These features could be effective in predicting students’ peer-re-

view participation as their overall course engagement is likely to be associated with 

their peer-review engagement [8]. Each feature was computed using the data between 

consecutive peer-review sessions (e.g., features for the 3rd peer reviews were calculated 

using the data obtained after the 2nd peer reviews) since students’ recent activities could 

be more relevant to their subsequent peer-review participation. 
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Furthermore, features about learners’ activity sequences (e.g., taking a quiz followed 

by reading) can be powerful predictors of engagement in MOOC contexts [10]. The 

sequence features are about the order of student activities and can help to identify dif-

ferent student profiles. Sequence features can easily scale up to thousands as activities 

could follow many different orders [10]. To obtain a small yet relevant set, we decided 

to focus on assignment, discussion and content activities and generated 2-activity length 

features. The complete list of features generated (n=41) is provided in Table 2. 

Table 2. Features extracted for the prediction of participation in peer reviews 

{a}_count Number of a-type requests. 

days_with_{a} Number of days with at least one a-type request. 

avgt_btw_{a} 1 Average time in minutes between a-type requests 

{a}_within1h 1 Number of a-type requests within a one-hour interval. 

uncomp_qs Number of uncomplete quiz submissions. 

comp_qs Number of successful quiz submissions. 

ttl_quizattempts Number of quiz attempts 

avg_quizattempts Average number of quiz attempts 

ttl_quiz_time Total time spent in quizzes (in minutes). 

avg_quiz_time Average time spent in quizzes (in minutes). 

avg_qs_score Average quiz scores. 

de_count Total number of discussion entries. 

de_msg_cc Average character-length of the discussion entries posted. 

days_with_de Number of days with at least one discussion entry. 

assign_score Past assignment score. 

pr_subms_count Number of student submissions reviewed. 

pr_count 2 Number of past peer reviews performed. 

reviews_received Number of reviews received for the previous assignment of a student. 

da_count 3 Number of discussion-assignment activity sequences.  

qa_count 3 Number of quiz-assignment activity sequences.  

ca_count 3 Number of content-assignment activity sequences.  

ad_count 3 Number of assignment-discussion activity sequences. 

qd_count 3 Number of quiz-discussion activity sequences. 

cd_count 3 Number of content-discussion activity sequences. 

ac_count 3 Number of assignment-content activity sequences. 

qc_count 3 Number of quiz-content activity sequences. 

dc_count 3 Number of discussion-content sequences. 

a denotes the type of the request (content, quiz, assignment, or discussion); 1 is also calculated 

combining all requests; 2 is different than pr_subms_count if students reviewed the same sub-

mission multiple times; and 3 are divided by the total number of requests. 

 

3.2 Ensemble Learning Method 

Ensemble learning method is a type of machine learning technique that involves the use 

of multiple learning algorithms to achieve higher predictive performance than what 

could be achieved using a single learning algorithm. Ensemble methods are found to 

improve predictive models in the MOOC literature [11]. The motivation for using an 

ensemble learning method for the current prediction task has emerged from our previ-

ous work, in which we found that overall prediction performance suffers largely from 
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poorly predicting the participation of students who have zero actual peer-review partic-

ipation. Identifying such students beforehand using classification methods (i.e., non-

participants vs participants) and running the regression models for only participants of 

peer reviews might potentially lead to higher accuracy. Therefore, to improve the pre-

diction accuracy, we propose a sequential ensemble approach [12], in which a classifi-

cation step is integrated prior to regression to identify those with no peer reviews ahead 

of time and exclude them from the regression analysis. Later, those classified as having 

no participation were combined with the regression predictions to evaluate the overall 

performance. Figure 2 depicts the ensemble method proposed. 

 

 

 

 

 

 

 

 

 

 

Fig. 2. The components of the ensemble method. 

4 Experimental Study 

4.1 Method 

First, we replicated our previous study with revised feature set. Two regression methods 

were tested. The first one is LASSO, which has an internal-feature selection mechanism 

based on L1 regularization. LASSO has been effective in previous MOOC research 

[13]. However, LASSO may have performance issues when features are correlated [14], 

which might be the case in the current study as some features were extracted from sim-

ilar data. Therefore, we also used a correlation-based feature-selection (CFS) [15] to 

train a linear regression (LR) model. CFS focuses on the predictive ability of each fea-

ture while maintaining a low correlation among them to minimize the redundancy. 

In the ensemble learning model, logistic regression (LGR) was chosen as the classi-

fier as it was found to be more accurate compared to the others that were pilot-tested 

(e.g., stochastic gradient descent and decision trees). L1 regularization and CFS were 

also used to perform feature-selection for the classification model. While whole dataset 

was used to train the classification model, only data about students with at least one 

peer review was used to train the regression model. Only students who submitted the 

corresponding assignment were included in predictions since only those students could 

review others’ submissions. Beginning with the 2nd assignment, features of previous 

assignment score and peer-review participation were included in the predictions. Since 

the sample size was small, 10-fold cross validation method was used, and the perfor-

mance was evaluated using MAE [16]. MAE was used as the metric since it provides 
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plain interpretation of performance when target variable has a narrow range (i.e., 0-4). 

Also, please note that prediction scores were rounded to the closest integer value (as 

decimal numbers would not be practical in a real course). We used the scikit-learn im-

plementations of LASSO, LGR, and LR, and WEKA implementation of CFS. 

4.2 Results and Discussion 

The MAE scores at each actual participation level, which is 0 to 4, as well as the total 

MAE scores of each prediction model are provided in Table 3 and Table 4. When com-

pared to the previous results (see Table 1), the performance of the regression model 

(see Table 3) seemed to remain almost the same with the refined list of features, with a 

similar trend of increasing accuracy at each subsequent prediction. The error rates were 

the highest at the 0-participation level. Given the likelihood of overfitting with complex 

models, we favour the use of the refined feature set to minimize this possibility. Also, 

the current feature set has the capacity to be transferred to any other week involving a 

peer-review prediction as well as to other MOOCs.  

Table 3. The MAE scores per each actual value at each peer-review session when L1 regular-

ization is used for the feature-selection. 

  0 1 2 3 4 TOTAL 

1st Peer 

Reviews 

Regression 2.06 1.08 0.24 0.75 1.68 1.04 (Std. = 0.40) 

Ensemble 2.06 1.08 0.24 0.76 1.68 1.04 (Std. = 0.41) 

2nd Peer 

Reviews 

Regression 1.73 0.71 0.76 0.23 1.31 0.60 (Std. = 0.75) 

Ensemble 1.59 0.83 0.79 0.24 1.30 0.59 (Std. = 0.84) 

3rd Peer 

Reviews 

Regression 1.19 0.78 0.82 0.20 0.88 0.49 (Std. = 0.94) 

Ensemble 0.74 1.08 1.05 0.20 1.06 0.45 (Std. = 1.12) 

4th Peer 

Reviews 

Regression 1.06 1.03 0.73 0.21 0.98 0.52 (Std. = 0.99) 

Ensemble 0.73 1.28 0.97 0.23 0.98 0.50 (Std. = 1.16) 

Table 4. The MAE scores per each actual value at each peer-review session when CFS is used 

for the feature-selection. 

  0 1 2 3 4 TOTAL 

1st Peer 

Reviews 

Regression 2.05 1.13 0.33 0.70 1.63 1.01 (Std. = 0.46) 

Ensemble 2.05 1.13 0.33 0.70 1.63 1.01 (Std. = 0.43) 

2nd Peer 

Reviews 

Regression 1.68 0.66 0.71 0.28 1.17 0.60 (Std. = 0.79) 

Ensemble 1.45 0.97 0.74 0.25 1.32 0.58 (Std. = 0.92) 

3rd Peer 

Reviews 

Regression 1.10 0.78 0.85 0.24 0.91 0.50 (Std. = 0.99) 

Ensemble 0.75 1.17 0.89 0.22 1.00 0.45 (Std. = 1.14) 

4th Peer 

Reviews 

Regression 0.96 1.03 0.73 0.22 0.98 0.51 (Std. = 1.03) 

Ensemble 0.73 1.28 0.93 0.23 0.98 0.50 (Std. = 1.16) 

 

According to the results of the ensemble model in Table 3, the prediction perfor-

mance has slightly increased (except the 1st peer reviews) when a classification phase 

is incorporated before running the regression model, compared to the performance of 

regression alone. That is, the classification model helped reduce the error introduced 

by students with zero peer-review participation. However, at the same time, it seems 
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that the error increased in the prediction of other levels of participation due to poor 

classification performance. Also, no improvement was noted for the predictions at the 

1st peer-review session probably because students who do and who do not contribute to 

peer reviews seem to have very similar profiles at this stage of the course based on the 

current feature set used. Further, the feature-selection methods did not appear to have 

different effects on the prediction performance. 

The results showed that the proposed ensemble method produced better predictions 

than that obtained using the regression method alone. This was because students with 

no peer-review participation were undermining the performance of the regression 

model, which was addressed by incorporating a classification phase to identify and ex-

clude those with no participation when training the regression model. However, the 

overall performance did not improve considerably as the students with no peer-review 

participation were not classified perfectly, therefore yielding a mediocre performance 

at certain levels of participation. Nonetheless, given that the standard deviation of actual 

peer-review participation has a range of 2.41-2.62, the MAE scores achieved with the 

ensemble method seem to be promising, ranging from 0.45 to 1.04. Thus, the proposed 

predictive model holds potential to be utilized in a real MOOC context.  

5 Conclusion and Future Work 

In this study, building on our previous work we proposed a sequential ensemble learn-

ing method with a refined set of features to obtain an accurate prediction of students’ 

peer-review participation. The results showed that proposed ensemble model holds a 

potential to be further explored in future research. First, the classification model needs 

further attention. The reasons for its moderate performance needs to be explored and 

addressed accordingly using different classification approaches and more relevant fea-

tures. For example, a nested ensemble approach could be utilized. Second, the ensemble 

method failed to improve the prediction performance at the 1st peer reviews. Possibly 

student profiles as identified with the current feature set was not distinctive early in the 

course, and therefore they offered no benefits for the classification. More distinctive 

features need to be identified to improve the classification performance. Nonetheless, 

the challenge of identifying students who will not participate in peer reviews early in 

the semester constitute an interesting research opportunity. Moreover, although the ap-

proach used in this study demonstrates the validity of the prediction model, it is not 

applicable to an ongoing MOOC as the values of the target variable (which is the num-

ber of peer work reviewed) would be needed to train the models. Therefore, other rele-

vant training paradigms (e.g., in-situ learning) should be used to build accurate yet 

practical models that can be useful in continuing MOOCs [17].  
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