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Summary

T
HIS research proposes an evolutionary framework where a method of hierarchi-

cal clustering represented by an evolutionary model, a set of cluster validation

measures and a cluster visualization tool have been fused to create a suitable

environment of knowledge discovery from DNA microarray data. On one hand, the

clustering evolutionary model of our framework is a novel alternative that attempts

to solve some of the problems faced by the existing clustering methods. On the other

hand, our alternative of cluster visualization given by a tool couples new properties

and visual components, allowing us to validate and analyze clustering results. It also

allows a visual checking environment of the cluster validation measures. This way, the

fusion of the clustering evolutionary model with the cluster visual model becomes our

framework a novel application of data mining compared to the conventional methods

of machine learning.

Motivation, Hypothesis and Goals

In order to reach our proposal, we have focused our efforts on the combination of ar-

eas such as evolutionary computation, data mining and visual analytics to build the

framework on the domain of gene expression data. Each of these areas provides tech-

niques that play a major role for the analysis and resolution of the current challenges

in Bioinformatics.

The study of gene expression data from DNA microarrays is of great interest for

Bioinformatics (and functional genomics), because it allows us to analyze expression

levels in hundreds of thousands of genes in a living organism sample. This feature makes

gene expression analysis a fundamental tool of research for human health. It provides

xix



identification of new genes that are key in the genesis and development of diseases.

However, the exploration of these large data sets is an important but difficult problem.

Information visualization techniques can help to cope with this problem. Visual data

exploration has high potential and many applications in data mining use information

visualization technology for an improved data analysis.

Consequently, the part of the clustering evolutionary model of our framework

has been motivated by the fact that the biological data representation in form of a den-

drogram is one of the ways of knowledge discovery. Due to this, if the best dendrogram

on a data set is found, then the following challenges could be reached:

• The optimum data representation is given by that dendrogram.

• This way, the optimum data partition is given from one of the levels (clusterings)

of such a dendrogram.

• And the optimum cluster number is also obtained from one of the clusterings of

such a dendrogram.

All these challenges describe forms of knowledge discovery from the problem

domain, for which, the existing clustering methods are insufficient to capture knowledge

from the complex processes at cellular level.

The need of defining an extensible visualization tool of cluster analysis (extensi-

ble, in the sense that new clustering methods as well as new statistical measures can

be added without making meaningful changes in the tool) able to combine existing

visualizations with the novel ideas of our approach, which is addressed to capitalize on

added value gained from the interaction between the approaches and thus maximize

the benefits to the user; it has motivated us to introduce the visual analytics part as

a tool in order to reach our final goal, the evolutionary framework. Based then on the

foregoing, our research hypothesis states that:

The problem of finding the best dendrogram on a data set (denoted as PFBD), that is,

the problem of finding an optimum dendrogram from a data set and according to an

objective function measuring the dendrogram quality is an NP-complete problem. In

consequence, we propose evolutionary techniques to face it on the domain of DNA mi-

croarray data.
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According to the computational complexity shown by PFBD, the second part

of our hypothesis arises, stating that based on evolutionary techniques we can define a

novel method of hierarchical clustering able to improve the existing hierarchical cluster-

ing techniques, facing the problem of convergence towards local optimums. This method

has been given from an evolutionary computational model as a theoretical-practical re-

sult of this research.

Figure 1: Evolutionary Framework for cluster analysis from DNA microarray data.

Complementing the second part of our hypothesis and given the difficulty of
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evaluating (and comparing) the results provided by the used clustering methods from

the final user point of view in the context of DNA microarray data. We have introduced

a visual framework based on visual analytics, where clustering methods (including our

method), cluster validity measures and visual components of cluster exploration are

integrated to improve the global process of cluster analysis. Figure 1 shows a general

scheme of our evolutionary framework, where Figure 1-a represents the evolutionary

model of clustering that setting its parameters, we obtain a specific clustering method

on the data repository in Figure 1-c. This way, parameters and results are validated

using the visual model in Figure 1-b. Moreover, both models in this figure are based on a

well-known knowledge source. Note that our evolutionary framework has been extended

to analyze any other hierarchical clustering method different from our evolutionary

method in Figure 1-a. To develop our global framework as a join of an evolutionary

model of clustering and a visual tool for cluster analysis, the following goals have been

proposed:

• Characterizing the whole search space to obtain better understanding of the space

and the relationships between the dendrograms. This allows us to introduce

heuristics to improve the search process.

• Introducing an clustering evolutionary method able to find better solutions than

other methods on the domain of gene expression data analysis.

• Building a visualization tool that represents the visual part of our evolutionary

framework in order to verify and validate the results achieved by the clustering

methods.

• Comparing our results with the ones of other methods on gene expression data,

aimed at knowledge discovery from both, the data and the used methods.

Evolutionary Model and Visual Framework

As a part of the evolutionary framework, this research has proposed a novel hierarchical

clustering method using genetic algorithms (GAs) for the analysis of gene expression

data. This method is based on the mathematical proof of several results, showing its

effectiveness with regard to other clustering methods. GAs applied to cluster analysis
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have disclosed good results on biological data and many studies have been carried out

in this sense, although most of them are focused on partitional clustering methods.

Even though there are a few studies that attempt to use GAs for building hierarchical

clustering, they do not include constraints that allow us to reduce the complexity of

the problem. Therefore, these studies become intractable problems for large data sets.

On the other hand, the deterministic hierarchical clustering methods generally face

the problem of convergence towards local optimums due to their greedy strategy. The

method introduced here is an alternative to solve some of the problems existing methods

face.

According to the previously mentioned, the goal of this approach has been the

search of clustering hierarchies of high quality on DNA microarray data. For reaching

that aim, other contributions have been given, such as: a specific method (called EMHC,

Evolutionary Model for Hierarchical Cluster1) from a clustering evolutionary model is

obtained by prefixing the parameters of such a model [6, 7]. This method provides

a novel fitness function to evaluate dendrograms based on the cluster definition. In

this context several strategies (constraints) are introduced to reduce the complexity of

the search space. That is, reduction of the level number of a dendrogram based on

non-valuable information, reduction of the fitness function runtime by introducing two

fundamental lemmas, and the partition of the search space in neighborhoods to state

differences between local and global optimum.

We have also introduced two novel genetic operators (mutation and crossover)

performing an agglomerative and divisive strategy to build the child dendrograms. In

order to carry out in-depth search to improve the solutions given by our method, several

evolutionary strategies of local search have been built. Another important result found

from our experiments is that the use a genetic algorithm is not enough to deal with

the problem of finding an optimum dendrogram in the search space. Hence, we have

introduced several constraints and heuristics to make our intractable problem, feasible

in an approximate way. All these contributions have allowed our method to find better

solutions compared to the other methods.

Finally, note that this evolutionary approach has gone further than just defining

an algorithm as in other researches. The idea consists of creating an evolutionary

1Manual and the software-package published under R-Project licence at http://cran.r-project.

org/web/packages/clustergas
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model where a set of parameters can be pre-fitted based on some criterium, so that we

can obtain a concrete clustering method able to adapt to the analyzed problem, but

varying those parameters we will possibly achieve a different method. Such an approach

is possible thanks to evolutionary computation.

The Visual Framework

To complement our evolutionary model of clustering we have developed a visual ana-

lytics framework to be used in cluster analysis from gene expression data. In addition,

this visual framework has presented a novel method of finding cluster boundaries based

on the theory of metric spaces. Our visual approach links a set of visualizations able to

interact with parallel coordinates, cluster boundary points on a 3D scatter plot (using

dimensionality reduction) and DNA microarray visualizations. Thus, it is also a visual

alternative with respect to the cluster validity measures currently used. Besides that,

the method of computing cluster boundary is also used to estimate the shape that a

cluster has on a 3D-space, and represent reference partitions (on a 3D-space) coming

from the problem domain.

This visual framework has introduced data exploration for aggregating, sum-

marizing and visualizing information generated during interactive cluster analysis from

DNA microarray data [8–11]. As a result of the visual part of our global framework (the

evolutionary framework), we have developed a prototype tool called 3D-VisualCluster

(or 3D-VC) [12], which is able to explore dendrograms, clusterings and clusters inter-

actively with different views [13,14]. This prototype uses principal component analysis

(PCA) to reduce data dimensionality to R3, so that a first approximation of data

distribution can be analyzed on a 3D scatter plot. Furthermore, parallel coordinate

visualization [15] and DNA microarray data views (heat map) have also been presented

by using a color scale corresponding to gene expression levels.

The new visualizations of 3D-VC have been combined with other existing visu-

alizations of our approach through linked and interactive views. This way, the visual

analytics process is reached. On the other hand, as our prototype has been linked to the

R language [16], the results reached by clustering methods implemented on R can be dis-

played by the 3D-VC tool. Since R is a programming language used in Bioinformatics,

almost all clustering methods are developed on R through software packages.
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Results and Conclusions

This section presents the results reached in the evaluation studies of the defined evo-

lutionary framework through the 3D-VisualCluster tool (3D-VC) and the proposed

evolutionary method (EMHC). To do that, we have analyzed the 3D-VC reliability of

providing new knowledge through its visualizations from the clustering results and the

cluster validity measures applied to gene expression data. Additionally, we have studied

the behavior of EMHC on three public data sets of gene expression data and compared

the results with other methods according to cluster validity measures. The results of

EMHC have also been analyzed with visualizations given by framework 3D-VC.

The analysis of the results have been made by detailing the scenario where 3D-VC

and EMHC have been tested, that is, stating data sets, hierarchical clustering methods

and cluster validation measures to use. After that, firstly, the evaluation and analysis

of framework 3D-VC have been made on a practical case study. Secondly, EMHC

has been evaluated from a wide number of statistical tests and visualizations given by

3D-VC.

On 3D-VC, three types of validation for the results of three hierarchical clustering

methods have been completed. That is, we have validated the results using indices of

internal cluster validation, using the dendrogram and microarray view, and finally by

visual comparison with a reference partition of the used data set. In this context,

the most meaningful clusters according to the reference partition have been identified.

Moreover, a set of tasks has been defined from the views of the tool in order to introduce

a methodology to follow by the user in visual cluster analysis and validation of clustering

results. All this have shown the importance of the 3D-VC tool in cluster analysis of

DNA microarray data2.

Furthermore, the evaluation of EMHC has been made on its genetic operators

and afterwards, the goodness of the individuals generated by the evolutionary process

of the method has been evaluated. After that, three sections have been given, one for

each data set, dedicated to compare the results of EMHC with regard to the considered

methods and using the 3D-VC tool. We can say that EMHC performs better than the

others, on cluster separation measures and on measures that combine homogeneity and

separation (such as, silhouette width), but it does not have the same performance on

2Additional material on the tool performance at http://www.analiticavisual.com/jcastellanos/
3DVisualCluster/3D-VisualCluster

xxv



homogeneity. It should be taken into account that most of the hierarchical clustering

methods focus on cluster internal quality (homogeneity) and not on cluster external

quality (adding separation), that is, global quality. For this reason, the other methods

work better on homogeneity. However, EMHC looks for two or three indicators, homo-

geneity, separation and number of genes in each cluster, so that we can check two or

three objectives on the clusters at a time. What is more, the visualizations of 3D-VC

have also shown that EMHC performs well and EMHC can even improve its solutions

from solutions given by other methods. All these results have been possible because we

have carried out a study of the complexity of the given problem (proving that PFBD is

NP-complete), which allowed us to extract knowledge of the search space. This way, we

have focused our efforts on finding good approximated solutions to the problem instead

of trying to find a polynomial algorithm that solves the problem in a non-approximate

way (that is, an algorithm running in polynomial time with respect to its input).

As a final conclusion of our proposal, we state that, the fusion of both approaches

to create the evolutionary framework has proved to be of great help in the understanding

of the data and provided knowledge on the used clustering methods. Moreover, we have

provided new visualization components which can also be used to validate the existing

ones. The framework has proven that our evolutionary method performs well and

that can find better solutions than the others, this is shown not only through validity

measures but also, with result visualizations. This way, the visual part of our framework

is able to display clustering results and validate both, cluster validity measures and more

importantly, a visualization component with another. Consequently, the results have

shown that our framework is a powerful tool for cluster analysis from DNA microarray

data, not only for the introduced evolutionary model, but also for any other hierarchical

clustering method that we want to add to the process of cluster analysis.
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Resumen

E
N esta investigación se propone un framework evolutivo donde se fusionan un

método de clustering jerárquico basado en un modelo evolutivo, un conjunto de

medidas de validación de agrupamientos (clusters) de datos y una herramienta

de visualización de clusterings. El objetivo es crear un marco apropiado para la

extracción de conocimiento a partir de datos provenientes de DNA-microarrays. Por

una parte, el modelo evolutivo de clustering de nuestro framework es una alternativa

novedosa que intenta resolver algunos de los problemas presentes en los métodos de

clustering existentes. Por otra parte, nuestra alternativa de visualización de clusterings,

materializada en una herramienta, incorpora nuevas propiedades y nuevos componentes

de visualización, lo cual permite validar y analizar los resultados de la tarea de clustering.

El framework propuesto permite a su vez, disponer de un medio para comprobar la ade-

cuación de las medidas de validación de agrupamientos. De este modo, la integración

del modelo evolutivo de clustering con el modelo visual de clustering, convierta a

nuestro framework evolutivo en una aplicación novedosa de mineŕıa de datos frente a

los métodos convencionales de aprendizaje automático.

Motivación, Hipótesis y Objetivos

Para llevar a cabo nuestra propuesta, nos hemos basado en disciplinas como la com-

putación evolutiva, la mineŕıa de datos y la anaĺıtica visual para construir el framework

sobre el dominio de datos de expresión génica. Cada una de estas áreas proporciona

técnicas que juegan un papel importante en el análisis y resolución de los retos actuales

en Bioinformática.

El estudio de datos de expresión génica a partir de DNA-microarrays es de gran
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interés en Bioinformática (y en genómica funcional) ya que éste permite analizar niveles

de expresión de cientos de miles de genes en una muestra de un organismo vivo. Esta

caracteŕıstica hace que el análisis de expresión génica, sea una herramienta fundamental

en la investigación de la salud humana, proporcionando aśı, un medio para identificar

nuevos genes, claves en la génesis y desarrollo de enfermedades. Sin embargo, si bien

es cierto que la exploración de estos grandes conjuntos de datos es una tarea impor-

tante, también es cierto que es un problema dif́ıcil. Las técnicas de visualización de

la información pueden ayudar a resolver el problema. La exploración visual de datos,

tiene un gran potencial y muchas aplicaciones de mineŕıa de datos emplean técnicas

de visualización para mejorar el rendimiento del análisis de cluster (análisis de agru-

pamientos).

Consecuentemente, la inclusión del modelo evolutivo de clustering (jerárquico)

en nuestro framework se debe a que la representación de datos biológicos en forma de

un dendograma, es una de las formas de extracción de conocimiento. Debido a esto, si

se encuentra el mejor dendograma sobre un conjunto de datos, entonces seŕıa posible

alcanzar la siguientes metas:

• La representación óptima de los datos está dada por ese dendograma.

• De esta manera, la partición óptima de los datos estaŕıa en uno de los niveles

(clusterings) de tal dendograma.

• Y el número óptimo de agrupamientos (clusters) estaŕıa también en uno de los

niveles de ese dendograma.

Cualquiera de estas metas representan una forma de extraer conocimiento “práctico”

a partir del dominio del problema, para el cual, los métodos de clustering actuales son

aún insuficiente en la extracción de conocimiento de los complejos procesos ocurridos

a nivel celular.

La necesidad imperante por definir una herramienta de visualización extensible

(extensible, en el sentido de que se puedan incorporar nuevos métodos de clustering y

nuevas medidas estad́ısticas, sin realizar cambios significativos en la herramienta) nos

ha motivado a introducir la parte de anaĺıtica visual como un componente más y aśı,

alcanzar nuestro objetivo final, el framework evolutivo. Esta herramienta combina

las visualizaciones existentes con las nuevas ideas de nuestro enfoque, y añadirá valor
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al proceso de análisis de cluster, mediante la interacción de las técnicas empleadas,

maximizando, por tanto, los beneficios para el usuario. Basado entonces en todo lo

anterior, nuestra hipótesis de investigación plantea que:

El problema de encontrar el mejor dendograma sobre un conjunto de datos (que denom-

inaremos PFBD), es decir, el problema de encontrar un dendograma óptimo sobre un

conjunto de datos y respecto a una función objetivo que mide la calidad de los dendogra-

mas, es un problema NP-completo. En consecuencia, proponemos técnicas evolutivas

para enfrentar dicho problema en el dominio de datos de DNA-microarrays.

Partiendo de la complejidad computacional que implica el problema PFBD, surge

la segunda parte de nuestra hipótesis de trabajo, la cual establece que basándonos en

técnicas evolutivas, podemos definir un nuevo método de clustering jerárquico, capaz de

mejorar las técnicas existentes de clustering jerárquico, las cuales presentan, en general,

el problema de convergencia hacia óptimos locales. Tal método ha sido desarrollado a

partir de un modelo computacional evolutivo, siendo un resultado práctico-teórico de

esta investigación.

Complementando la segunda parte de nuestra hipótesis y debido a la dificultad

(a nivel operativo) para evaluar y comparar los resultados de los métodos de clustering

empleados por el usuario final, en el contexto de datos de DNA-microarrays; se ha

introducido un framework visual basado en la eficacia de la anaĺıtica visual, donde

métodos de clustering (incluyendo el nuestro), medidas de validación de clusters y

componentes visuales de exploración de clusters, son integrados, con el objetivo de

mejorar el proceso global del análisis de cluster. En la Figura 2 se muestra un esquema

general de nuestra propuesta, el framework evolutivo, donde la Figura 2-a representa

el modelo evolutivo de clustering que mediante la configuración de sus parámetros,

permite definir un método espećıfico de clustering, que se aplicará a un dataset alma-

cenado en el repositorio de datos (Figura 2-c). De esta manera, parámetros y resultados

pueden validarse utilizando el modelo visual de la Figura 2-b. Además, tanto el mod-

elo evolutivo como el modelo visual están asentados sobre un corpus de conocimiento

(teórico) bien conocido. Por otra parte, se ha de hacer notar que el framework evolu-

tivo propuesto es extensible, de modo que no sólo se analice nuestro método, sino que

también, permita analizar cualquier método clustering, en general. Entonces, para
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Figure 2: Framework Evolutivo para el análisis de cluster sobre datos de DNA-
microarrays.

desarrollar el framework evolutivo como unión de un modelo evolutivo de clustering

y una herramienta visual de análisis de cluster, se propusieron los siguientes objetivos

en el marco del presente trabajo de investigación:

• Caracterizar el espacio de búsqueda, para aśı, comprender mejor el espacio y las

relaciones existentes entre los dendogramas. Esto permitirá introducir heuŕısticas

que mejoren el proceso de búsqueda.

• Introducir un método evolutivo de clustering capaz de encontrar mejores solu-

ciones que los otros métodos, en el dominio del análisis de datos de expresión
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génica.

• Construir una herramienta de visualización que represente la parte visual de

nuestro framework evolutivo, con el objetivo de verificar y validar los resultados

alcanzados por los métodos de clustering.

• Comparar nuestros resultados con los resultados de otros métodos, a partir de

datos de expresión génica, todo ello dirigido a la extracción de conocimiento, tanto

a partir de los datos como de los métodos empleados.

Modelo Evolutivo y Framework Visual

En esta investigación se ha propuesto, como parte del framework evolutivo, un nuevo

método de clustering jerárquico basado en algoritmos genéticos (AGs) y orientado

al análisis de datos de expresión génica. Este método está sustentado sobre la de-

mostración formal de varios resultados teóricos, mostrando de esta manera, su efectivi-

dad respecto a otros métodos de clustering. En en el ámbito de la Bioinformática, la

aplicación de los AGs al análisis de agrupamientos, ha revelado buenos resultados sobre

datos biológicos y consecuentemente, se han realizado múltiples estudios en este sen-

tido, aunque la mayoŕıa de ellos se centran en los métodos de clustering particionales.

Aún cuando existen unos pocos estudios que intentan aplicar los AGs a la construcción

de clustering jerárquico, éstos no incluyen restricciones que permitan reducir la com-

plejidad del problema. En consecuencia, tales estudios se convierten en problemas

intratables para grandes conjuntos de datos. Por otra parte, los métodos deterministas

de clustering jerárquico, presentan el problema de convergencia hacia óptimos locales,

debido al carácter voraz de sus estrategias algoŕıtmicas. De aqúı que, nuestro método

sea una alternativa para resolver algunos de los problemas existentes en los métodos de

clustering actuales.

De acuerdo con lo anterior, el objetivo de este enfoque ha sido encontrar jerarqúıas

de clusterings de alta calidad sobre datos de DNA-microarrays. Para alcanzar dicho

objetivo se han realizado varias contribuciones en el marco de esta investigación, tales

como: la definición de un método espećıfico (llamado EMHC, modelo evolutivo para

clustering jerárquico3) construido a partir de prefijar los parámetros de un modelo

3Manual y el paquete-software publicado bajo licencia de R-Project en http://cran.r-project.
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evolutivo de clustering [6,7]. Junto con este método, se define una función de aptitud

que evalúa los dendogramas basándose en la definición de agrupamiento (cluster). En

este contexto, se han introducido varias estrategias (y restricciones) con el objetivo

de reducir la complejidad del espacio de búsqueda. A saber, la reducción del número

de niveles de los dendogramas basándonos en la información no valiosa de éstos, la

reducción del tiempo de ejecución de la función de aptitud a partir de la introducción

de dos lemas fundamentales, y la partición del espacio de búsqueda en vecindades con

el fin de diferenciar un óptimo local de un óptimo global.

Por otra lado, también hemos introducido dos nuevas versiones de operadores

genéticos de mutación y cruce, las cuales, a partir de una estrategia aglomerativa y

divisiva, permiten construir los dendogramas hijos. Con el objetivo de realizar una

búsqueda en profundidad, y mejorar aśı las soluciones encontradas por nuestro método,

se han implementado también varias estrategias evolutivas de búsqueda local. Otro

resultado importante, obtenido a partir de los experimentos realizados, fue que, un

algoritmo genético no es suficiente para tratar con el problema de la búsqueda de

un dendograma óptimo. En consecuencia, hemos introducido varias restricciones y

heuŕısticas para transformar este problema intratable, a priori, en un problema tratable.

Todas estas contribuciones han permitido que nuestro método pueda encontrar mejores

soluciones que los otros métodos.

Finalmente, ha de hacerse notar que el enfoque propuesto ha tratado de ir más

allá de la mera definición de un algoritmo de clustering. La idea ha consistido en crear

un modelo evolutivo parametrizable, de modo que el establecimiento de un conjunto

de parámetros, en base a diferentes criterios, permita obtener un método de clustering

concreto, capaz de adaptarse al problema tratado. De este modo, variando dichos

parámetros se obtendrá, posiblemente, un método de clustering diferente. Tal enfoque

es posible gracias a la computación evolutiva.

El Framework Visual

Complementando nuestro modelo evolutivo de clustering, se ha desarrollado un com-

ponente de anaĺıtica visual para su uso en la tarea del análisis de cluster sobre datos de

expresión génica. Adicionalmente, en este modelo visual se ha definido un nuevo método

de construcción de la frontera de un cluster, basado en la teoŕıa de los espacios métricos.

org/web/packages/clustergas
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Asimismo, este enfoque enlaza un conjunto de visualizaciones, interactuando entre śı,

a través de componentes visuales como: coordenadas paralelas, puntos fronteras sobre

un espacio 3D (a través de la reducción de la dimensionalidad) y visualizaciones de

DNA-microarrays. Por tanto, este enfoque visual es también una alternativa respecto

a las medidas de validación de cluster, actualmente usadas. Por otra parte, el método

que calcula la frontera de un cluster se utiliza también para estimar la forma de un

cluster y para representar particiones de referencias (en un espacio 3D) provenientes

del dominio del problema.

De acuerdo con lo anterior, nuestro enfoque visual se ha introducido con el

objetivo de agregar, resumir y visualizar, la información generada durante el proceso

de análisis de cluster interactivo, a partir de datos de DNA-microarrays [8–11]. En-

tonces, como un producto final de nuestro framework global (el framework evolu-

tivo), se ha desarrollado una herramienta prototipo, llamada 3D-VisualCluster (3D-

VC) [12], que permite explorar interactivamente, dendogramas, clusterings y clusters

sobre diferentes vistas [13,14]. En este prototipo, se utiliza el análisis de componentes

principales (PCA) para reducir la dimensionalidad de los datos a R3, para de este

modo, poder realizar un análisis preliminar de los datos mediante una vista de puntos

3D. Además, a todo esto se une las visualizaciones de coordenadas paralelas [15] y las

vistas de DNA-microarrays (heat map), las cuales se generaron a partir de una escala

de colores que se corresponde a los niveles de expresión génica.

Las nuevas visualizaciones de la herramienta 3D-VC se combinan con visualiza-

ciones existentes, lo que permite a esta herramienta materializar el proceso de anaĺıtica

visual, mediante la visualización de vistas interactivas y enlazadas. Por otra parte, y

dado que nuestra herramienta permite interactuar con la API del lenguaje R [16], los re-

sultados devueltos por cualquier método de clustering implementado en R, pueden ser

léıdos y analizados visualmente, desde la herramienta. Además, como R es un lenguaje

de programación empleado en Bioinformática, casi todos los métodos de clustering

están implementados en R a través de los correspondientes paquetes de software, de-

sarrollados por la comunidad Bioinformática.
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Resultados y Conclusiones

En este apartado comentamos los resultados obtenidos, a partir de los estudios de

evaluación del framework evolutivo, a través de la herramienta 3D-VisualCluster (3D-

VC) y del método evolutivo propuesto EMHC. Para llegar a ésto, por una parte, se ha

analizado la utilidad de 3D-VC en la extracción de conocimiento a partir de los resulta-

dos clustering y de las medidas validación de clusters en los experimentos realizados

sobre datos de expresión génica. Por otra parte, se estudió también, el comportamiento

del método EMHC sobre tres conjuntos de datos públicos de expresión génica y com-

paramos los resultados con otros métodos conocidos, utilizando medidas convencionales

de validación de clusters. En la evaluación de los resultados del método EMHC, nos

basamos también, en el framework visual 3D-VC.

Aśı pues, para llevar a cabo el análisis de los resultados, primero, se detalló el

escenario donde se evaluaŕıan 3D-VC y EMHC, es decir, se detallaron los conjuntos

de datos, los métodos de clustering y las medidas de validación de clusters a utilizar.

Como siguiente paso, se realizó la evaluación y el análisis del framework 3D-VC sobre

un caso de estudio práctico. Finalmente, se evaluó el método EMHC, empleando un

amplio número de pruebas estad́ısticas y visualizaciones de la herramienta 3D-VC.

Sobre la herramienta 3D-VC, se plantearon tres escenarios de validación a par-

tir de los resultados obtenidos por tres métodos de clustering. A saber, validación

utilizando ı́ndices internos de validez de clusters, utilizando vistas de dendogramas y

microarrays (heat maps), y finalmente, comparando visualmente, los resultados con

una partición de referencia del conjunto de datos utilizado por los tres métodos de

clustering. En este contexto, también se identificaron los agrupamientos (clusters)

más significativos dentro de los resultados obtenidos, desde el punto de vista de la par-

tición de referencia. Además, se definió un conjunto de tareas sobre las visualizaciones

de la herramienta, que establecen un metodoloǵıa a seguir por el usuario en el análisis

cluster visual y en la validación de los resultados de clustering. Todo esto demostró

la validez de la herramienta 3D-VC en el análisis de clusters de datos provenientes de

DNA-microarrays4.

Respecto al método EMHC, primero se evaluó la validez de los operadores genéticos

(de cruce y mutación) definidos, para luego, evaluar la bondad de los individuos generados

4La herramienta y material adicional sobre su funcionalidad en http://www.analiticavisual.com/

jcastellanos/3DVisualCluster/3D-VisualCluster
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a lo largo del proceso evolutivo desarrollado por el método. A partir de aqúı, se

plantearon otros tres experimentos, uno para cada conjunto de datos considerado, para

comparar los resultados del método EMHC frente a los resultados obtenidos por otros

métodos clustering bien conocidos, utilizando asimismo, la herramienta 3D-VC para

este fin. De estos experimentos, se obtuvo que EMHC funcionó mejor que los demás

métodos en lo que respecta a medidas de separación de clusters y medidas que com-

binan, separación y homogeneidad (como por ejemplo, el ancho de silueta), no siendo

aśı para medidas exclusivas de homogeneidad. En este sentido, se debe considerar que

la mayoŕıa de los métodos de clustering centran su atención en mejorar la calidad in-

terna de los clusters (homogeneidad o distancia intra-cluster) y no sobre la calidad

externa (considerando la separación o distancia inter-cluster), que puede entenderse

como una medida más global de la calidad del clustering. Debido a esta razón, los

demás métodos de clustering funcionan mejor sobre medidas de homogeneidad. Sin

embargo, EMHC optimiza dos o tres objetivos a la vez, como son, homogeneidad,

separación y número de genes en cada cluster. Además, las visualizaciones mediante la

herramienta 3D-VC demostraron también el buen desempeño de EMHC en relación con

la mejora de soluciones previas, considerando para ello, la inclusión como población ini-

cial (de individuos) en proceso evolutivo de EMHC, las soluciones obtenidas mediante

otros métodos. Todos estos resultados fueron posibles, debido al estudio realizado sobre

la complejidad del problema tratado (demostrando que PFBD es NP-completo), lo que

permitió obtener más conocimiento del espacio de búsqueda, y aśı, enfocar todos los

esfuerzos en encontrar buenas soluciones aproximadas al problema en vez de intentar

de encontrar un algoritmo eficiente que resuelva el problema de forma no aproximada

(o sea, un algoritmo que se ejecute en tiempo polinomial respecto a su entrada).

Como conclusion final de nuestro trabajo de investigación, tenemos que la fusión

de ambos enfoques para crear el framework evolutivo, resultó de gran ayuda en la com-

prensión de los datos y proporcionó también, conocimiento de los métodos de clustering

empleados en el análisis de cluster. Además, nuestro framework incluyó nuevos com-

ponentes de visualización, los cuales pueden validar las visualizaciones ya existentes.

Aśı pues, a partir del framework evolutivo, se ha demostrado el buen funcionamiento

de nuestro método evolutivo y que éste puede encontrar mejores soluciones que otros

métodos conocidos de clustering jerárquico. Esto se demostró no sólo a través de me-

didas de validez de clusters, sino que también, con visualizaciones de los resultados.
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De esta forma, la parte visual de nuestro framework evolutivo es capaz de visualizar

resultados de clustering, útiles para evaluar las medidas de validación de clusters y lo

que es más importante, validar un componente de visualización con otro. Consecuente-

mente, los resultados han mostrado que nuestro framework evolutivo es una potente

herramienta del análisis de clusters a partir de datos de DNA-microarrays y que no

sólo es útil para nuestro modelo evolutivo de clustering, sino que en general, lo es

para todos los métodos de clustering que se quieran añadir al proceso del análisis de

clusters.
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Chapter 1

Introduction

I
N this research work, we propose an evolutionary framework where a method of

hierarchical clustering represented by an evolutionary model, a set of cluster vali-

dation measures and a cluster visualization tool are integrated to create a suitable

environment of knowledge discovery from DNA microarray data. On one hand, the

clustering evolutionary model of our framework is a novel alternative that attempts

to solve some of the problems faced by the existing clustering methods. On the other

hand, our alternative (for cluster visualization) given by a tool couples new properties

and visual components, allowing us to validate and analyze clustering results. It also

creates a visual checking environment for cluster validity measures. This way, the fu-

sion of the clustering evolutionary model with the cluster visual module becomes our

framework a novel application of data mining compared to the conventional methods

of machine learning.

According to the all above, we have focused our efforts on the combination of

areas such as evolutionary computation, data mining and visual analytics to build the

framework on the domain of gene expression data. Each of these areas provides tech-

niques that play a major role for the analysis and resolution of the current challenges

in Bioinformatics.

Within evolutionary computation, evolutionary algorithms represent a powerful

tool to solve complex optimization problems where traditional methods can hardly find

an optimum solution. Hence, they carry out an efficient, adaptive and robust search

1



2 1.1. Motivation

providing optimization processes that are usually applied to very large, complex and

multidimensional search spaces.

The application of evolutionary algorithms to data mining is still of great impor-

tance in classification problems. Particularly, we can highlight, the use of evolutionary

strategies to unsupervised classification in the knowledge discovery process. Cluster

analysis as an unsupervised classification task is part of machine learning as well as a

way of finding out structures on the data of a given problem. Classification of similar

objects into groups is an important task of human activity, being part of daily learning

process.

In recent years, there has been a growing interest in applying evolutionary, clus-

ter analysis and visualization techniques to Bioinformatics, which is one of the most

controversial areas of research at present, since it deals with the development and/or ap-

plication of methods and algorithms to turn biological data into knowledge of biological

systems, often requiring further experimentation from initial data [38].

Consequently, the study of gene expression data from DNA microarrays is of

great interest for Bioinformatics (and functional genomics), because it allows us to

simultaneously analyze expression levels from hundreds of thousands of genes in a living

organism sample. This feature makes gene expression analysis a fundamental tool of

research for human health. It provides identification of new genes that are key factors

in the genesis and development of diseases. However, the exploration of these large

data sets is an important yet difficult problem. Information visualization techniques

can help to face this problem. Visual data exploration has high potential and many

applications in data mining use information visualization technology for an improved

data analysis.

In conclusion, the present research has been motivated by all issues previously

raised, providing a starting point to state the research hypothesis. This chapter ad-

ditionally introduces the global motivation, evolution and structure of this research

work.

1.1 Motivation

Advances in Bioinformatics have resulted in a great output of biological data, which

has been made available in different public databases. Biologists often wish to analyze

Evolutionary Framework for DNA Microarray Cluster Analysis



1. Introduction 3

these databases in order to understand the relationship between their items. Traditional

approaches are oriented to discover evolutionary relationships between genes or proteins

by analyzing their sequence and structure similarities [13].

Future work involves the tight integration of visualization techniques with tra-

ditional techniques from disciplines as statistics, machine learning, operations research

and simulation. Integration of visualization techniques within these more established

methods would combine fast automatic data mining algorithms with the intuitive power

of the human mind, improving the quality and speed of the visual data mining pro-

cess [14].

Moreover, it is known that gene expression data generated by microarray exper-

iments provide tremendous potential for advances in molecular biology and functional

genomics. According to that, there is a great number of clustering algorithms applied

to the analysis of DNA microarray data. However, most of them only provide a crisp

set of clusters and may not be flexible to different user requirements on cluster gran-

ularity for different subsets of the data [137]. Evolutionary methods are more flexible

with respect to the above problems, due to both, their non-deterministic nature that

allows them to find more than one solution to the same problem, and their ability to

consider user requirements.

Consequently, the part of the clustering evolutionary model of our framework is

motivated by the fact that the biological data representation in the form of a dendro-

gram is one of the ways of knowledge discovery. Due to this, if the best dendrogram

on a data set is found, then the following challenges could be reached:

• The optimum data representation is given by that dendrogram.

• This way, the optimum data partition is given from one of the levels (clusterings)

of such a dendrogram.

• Consequently, the optimum cluster number is also obtained from one of the clus-

terings of such a dendrogram.

All these challenges describe forms of knowledge discovery from the problem

domain, for which, the existing clustering methods are insufficient to capture knowledge

from the complex processes at cellular level.

On the other hand, it has arose the need of defining an extensible visualization

tool for cluster analysis (extensible, in the sense that new clustering methods and
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4 1.2. Research Hypothesis

statistical measures can be added without making meaningful changes in the tool) able

to combine existing visualizations with the novel ideas of our approach, addressed to

capitalize on added value gained from the interaction between the components and thus

maximize the benefits to the user. All these issues motivated us to introduce the visual

analytics part as a tool addressed to reach our final goal, the evolutionary framework.

Therefore, based on the success of the evolutionary techniques applied to cluster

analysis from DNA microarray data, and the benefits obtained by their integration

with information visualization techniques; this research proposes an evolutionary hi-

erarchical clustering method that combined with a cluster visualization tool, builds a

framework able to improve the results given from other hierarchical clustering methods

and provides new visualization components to explore and validate clustering results.

1.2 Research Hypothesis

Starting from the premises given in the above section, we can state our research hy-

pothesis as follows:

The problem of finding the best dendrogram on a data set (denoted as PFBD), that

is, the problem of finding an optimum dendrogram from a data set, according to an

objective function measuring the dendrogram quality is an NP-complete problem. In

consequence, we propose evolutionary techniques to face it on the domain of DNA mi-

croarray data.

Our hypothesis presents two well defined parts which help to develop the stages

of this research. The first part states the conjecture that the problem of searching the

best dendrogram from a given data set is NP-complete. This means that not only it

is NP-hard, it also belongs to the class of the hardest problems in NP. Hence, until

now, no polynomial algorithm has been found for the problems in this NP-complete

class. They include many well-known and important properties from the theoretical

and practical point of view, for which there is an intense worldwide research effort into

understanding them in recent years. Due to the importance of classifying our problem

(PFBD), we have dedicated Chapter 5 to characterize the dendrogram search space,

measure the complexity of the problem and finally, give proof of its NP-completeness.
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According to the computational complexity shown by PFBD, arises the second

part of our hypothesis, which states that based on evolutionary techniques, we can

define a novel method of hierarchical clustering able to improve the existing hierarchi-

cal clustering techniques, which face the problem of convergence towards local opti-

mums. This method is given by an evolutionary computational model in Chapter 6 as

a theoretical-practical result.

Figure 1.1: Evolutionary Framework for cluster analysis from DNA microarray data.

Complementing the second part of our hypothesis and given the difficulty of

Evolutionary Framework for DNA Microarray Cluster Analysis
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evaluating (and comparing) the results provided by the current clustering methods

from the end user point of view in the context of DNA microarray data. We have

introduced a visual framework based on visual analytics techniques, where clustering

methods (including our method), cluster validity measures and visual components of

cluster exploration are integrated to improve the global process of cluster analysis.

Figure 1.1 shows a general scheme of such an evolutionary framework, where Figure 1.1-

a represents the evolutionary model of clustering which by setting its parameters, gives

us a specific clustering method for a data set stored in our repository in Figure 1.1- c.

This way, parameters and results are validated using the visual model in Figure 1.1- b.

Moreover, both models in this figure are based on a well-known source of knowledge.

Note that this framework can be extended to analyze any other hierarchical clustering

method different from our evolutionary method.

The definition and theoretical results of this visual framework are given in Chap-

ter 7. According to this, the global reliability of the visual framework and the evaluation

of the introduced evolutionary method (both form the evolutionary framework) from

DNA microarray data are empirically proven in Chapter 8. Based then on all fails

previously explained, the following goals will be met:

• Characterizing the whole search space to obtain better understanding of the space

and the relationships between the dendrograms. This allows us to introduce

heuristics to improve the search process.

• Introducing a clustering evolutionary method able to find better solutions than

other methods on the domain of gene expression data analysis.

• Building a visualization tool that represents the visual part of our evolutionary

framework in order to verify and validate the results achieved by any clustering

method.

• Comparing our results with the ones of other methods from gene expression data,

aimed at knowledge discovery from both, the data and used methods.
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1.3 Research Evolution

This research had its starting point on the results and experiments concluded from

the implementation of a genetic algorithm for data clustering given in [46], which was

applied to DNA microarray data. Although in this case, good results were achieved on

the studied data set, this algorithm presented several drawbacks requiring improvement

in such a way that it can perform on larger data sets.

Therefore, the above work has successively been improved and validated through

a series of contributions presented in conferences and published in journals (see Ap-

pendix A). Each of these works meant an improvement of our global research. The

first step was to study the nature of the problem from the theoretical point of view,

for which we introduced constraints and new properties to improve the performance

on DNA microarray data. Another important consequence of the study above was to

change the previous approach (build a genetic algorithm for hierarchical clustering) by

the one that studies the problem of finding the best dendrogram on a data set. This last

study allowed us to characterize (and understand) the search space and so, define a

new evolutionary model of cluster analysis in such a way that by setting its parameters,

we can obtain a specific method.

In particular, the inclusion of the neighborhood concept, the reduction of the

size of the dendrograms based on non-valuable information (noise) and the reduction

of the computation complexity of the used objective function, allowed us to introduce

new heuristics that improved the search process and the effectiveness of the genetic

operators of our current evolutionary method, yielding high quality dendrograms from

DNA microarray data. The implementation of the evolutionary model has been carried

out on R Project [16] and is publicly available at http://cran.r-project.org/web/

packages/clustergas.

From the need of visually exploring the results of our approach, evaluating and

comparing them with other methods through internal and external measures of cluster

validation, arises the currently proposed framework that provides a great number of

linked visual components. This integrates our part of data mining with the part of

visual analytics to achieve a powerful tool of cluster analysis from DNA microarray

data. Finally, the introduced framework has been implemented in Java and Java 3D,

yielding the first prototype which is available at http://www.analiticavisual.com/

jcastellanos/3DVisualCluster/3D-VisualCluster.
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1.4 Outline

The present work has been divided into nine chapters plus several appendices, for

which the first chapter brings, in general aspects, the problems to solve, the starting

hypothesis with the goals and the evolution stages of this research, concluding with the

organizational structure in this PhD Thesis.

Chapter 2 deals with microarray technology, development stages and its chal-

lenges. This chapter gives an introduction to DNA microarray data analysis. Further-

more, we give a literature review of the available main sources of biological knowledge

and their use for the interpretation of results from DNA microarray data.

Chapter 3 outlines domain, metric and representation of the data before dealing

with clustering methods. It defines the concepts of clustering, hierarchical clustering,

clustering method, cluster validity and the importance of visualizing the results. We

finally give a literature review describing the existing clustering and visualization tech-

niques used for the interpretation of results from DNA microarray data.

Chapter 4 deals with concepts, principles and problems when we model a given

problem with evolutionary algorithms. It describes the main goal of an optimization

process according to the use of genetic algorithms as well as tips to improve their

performance. We also give a literature review of evolutionary algorithms applied to

hierarchical clustering analysis from DNA microarray data.

Note that at the end of the previous theoretical chapters, that is, Chapters 2, 3

and 4, we have made a literature review about the addressed subject from DNA mi-

croarray data. This is very important since the reader can contrast the contributions

and drawbacks of the existing techniques with regard to our proposal.

Chapter 5 states the first contribution of this work, namely, the fundamental

theorem of this research based on our hypothesis. As a consequence of this theorem, we

provide the characterization, understanding and complexity of the dendrogram search

space, to finally give formal proof of the fundamental theorem. All these results will

be of great importance for the following chapters.

As a result of Chapter 5 and the second part of our hypothesis, Chapter 6 defines

an evolutionary computational model for hierarchical clustering analysis, which will be

applied to DNA microarray data.

Chapter 7 introduces the theoretical basis of the visual analytics part of the

evolutionary framework, which is based on metric spaces. Additionally, this chapter
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defines two algorithms, one to compute the boundary points of a cluster and the another

one, to reconstruct 3D cluster surfaces. Both algorithms will be used later in visual

cluster analysis. At the end of the chapter, we give an overview of the visualizations

that this visual model provides and details of its implementation.

Chapter 8 shows the results of this research on DNA microarray data (results of

the evolutionary framework). It presents the data sets of DNA microarrays and the

hierarchical clustering methods used to generate the results. On one hand, we present

the visual components coupled to our evolutionary framework, which are integrated as a

tool of visual cluster analysis. The reliability of this tool is shown from a practical case.

On the other hand, we show the results and discussion of our evolutionary clustering

method, supporting us on such a visualization tool.

The conclusions of this research are presented in Chapter 9. We comment the

results achieved from the experiments and their repercussion in the analysis of DNA mi-

croarray data. We also explain the reached goals and the future lines of this work.

In addition, we also provide a set of appendices most of which them are related to

Chapters 7. That is, Appendix A outlines a list of the scientific publications related to

this work. Appendix B describes the technique of data dimensionality reduction used

by the framework defined in Chapter 7. Appendix C states definitions and properties

of the space metric theory useful for building our framework introduced in Chapter 7.

Appendix D formally states the theoretical results reached by the visual framework

defined in Chapter 7. Finally, the bibliography used in this research is given at the end

of this document.
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Chapter 2

Microarray Technology and its

Challenges

D
atamining and functional genomics have recently gained attention since several

complete genome sequences as well as the human genome were published. One

of the most advanced and challenging way of studying molecular events is the

monitoring of gene expression patterns from DNA microarrays. Microarrays can view

as a type of device (a chip) in which, a large number of diverse entities, such as peptides,

oligonucleotides, biological molecules, cells, tissues, etc., are located on its surface in

an ordered and accurate way. Once these entities are attached on the surface of the

chip, they can simultaneously be evaluated in a single assay.

DNA microarrays allow to attach hundreds of thousands of DNA fragments (de-

oxyribonucleic acid) with determined sequences, on specific and defined positions of

their surfaces. This kind of microarray is primarily used in differential gene expression

studies (that is, the comparison of the genes that express a tissue affected by some kind

of disease with respect to healthy tissue). This way, expression profiles of samples can

be obtained with a prognostic capacity.

From a simple experimental device given by DNA microarray technology, re-

searchers can monitor interactions of thousands of gene transcriptions in an organism.

This technology is particularly useful in the evaluation of gene expression patters during
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12 2.1. Measuring mRNA Levels

important biological processes and across collections of related samples. So, DNA mi-

croarrays are able to observe at the same moment and in response to the same stimulus,

the gene expression levels of many genes under different samples.

This chapter presents a description of DNA microarray technology as well as

a general vision of the related knowledge sources and their use. To do this, we first

introduce DNA microarray technology explaining the manufacture process, technical

characteristics and the different types of microarrays. Thereafter, we explicate the in-

formation processing and the analysis techniques most commonly applied on DNA mi-

croarrays. Through DNA microarrays are obtained the experimental data on which the

framework proposed in this work is applied.

2.1 Measuring mRNA Levels

In contrast to the traditional approaches of genomic research, which focus on the lo-

cal examination and collections of single genes, microarray experiments can monitor

expression levels for tens of thousands of genes in parallel. The two types of DNA

microarrays most commonly used are: cDNA microarrays (complementary DNA [168])

and oligonucleotide arrays (abbreviated oligo chip [212]). Both microarray types involve

three basic processes in their implementations [238]:

• Chip confection: a microarray is formed by a solid basis of an area less than 20 cm2

(made of chemically coated glass, nylon membrane, or silicon (Figure 2.1-a), which

acts as a succession of contiguous grids with genetic material from known se-

quences. Every sequence on the grids represents independent experiment tests

in presence and abundance of specific sequences of bases from a polynucleotide

chain. About tens of thousands of DNA molecules (probes) are attached (stuck) to

fixed grids, relating each grid cell to a DNA sequence (called gene, see Figure 2.1-

b). Affymetrix (pioneer enterprise in the development of microarray technology)

builds these probes one layer at a time, using the same type of manufacturing

technology that is used to build computer semiconductors. The molecules are

built one layer at a time, one stacked on top of another, like bricks. Multiple

probes are synthesized in parallel.

Evolutionary Framework for DNA Microarray Cluster Analysis



2. Microarray Technology and its Challenges 13

• Target preparation, labeling, and hybridization: typically, two mRNA samples, a

test sample and a control sample (more than two samples for oligo chips) are

reverse transcribed into cDNA (targets). Afterwards, these samples are labeled

using either fluorescent dyes or radioactive isotopics, and then hybridized with

the complementary sequences on the surface of the chip (see Figure 2.2). In a

multi-step process, researchers extract RNA from the sample and make millions

of copies. Copying the RNA allows it to be more easily detected on the array. The

entire prepared RNA sample is washed over the array for 14 to 16 hours allowing

that the hybridization occurs. The number of molecules involved in this wash is

staggering. There are millions of copies of each DNA probe in every square on

the chip. All of the RNA strands from expressed genes are swimming around,

looking for their perfect molecular complement on the array. Note that if many

target polynucleotides hybridize to complementary cDNA probe strands at one

spot on the array then the fluorescent signals emitted and detected at that spot

will have greater intensity.

• Scanning process: Chips are scanned to read the signal intensity that is emitted

from the labeled and hybridized targets (Figure 2.3). Through this process we

can measure how much of RNA strands have stuck to the DNA probe on the

array. If a gene is highly expressed, many RNA molecules will stick to the probe,

and the probe location will shine brightly when the laser hits it. If a gene was

expressed at a lower level, less RNA will stick to the probe, and by comparison,

that probe location will be much dimmer when it is hit with the laser.

Generally, the cDNA microarray and oligo chip experiments measure the expres-

sion level of each DNA sequence by the ratio of signal intensity (Figure 2.3-b) between

the test sample and the control sample, therefore, data sets resulting from both methods

share the same biological semantics. So, we focus on the resulting data set, regardless

of the method used to obtain it. All values collected in a data set as a result of applying

those methods are called gene expression levels, [35, 38,100].
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Figure 2.1: a) displays a GeneChip array of Affimetrix and b) displays the grid surface
of it, where DNA probes of known sequences are attached.

Figure 2.2: Summary of the hybridization process from DNA complementary sequences
to the DNA probe array of the chip.
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Figure 2.3: a) displays the intensity levels (through colors) captured by grids of some
genes after the hybridization. b) displays the resulting image of the whole microarray
from the scanning process.

2.2 Gene Expression Data Preprocessing

One experiment from a DNA microarray typically, evaluates a large number of DNA

sequences (genes, cDNA clones, or expressed sequence tags) under multiplies conditions.

These conditions may be a time series during a biological process (e.g., the yeast cell

cycle) or a collection of different tissue samples (e.g., normal versus cancerous tissues).

In this research, cluster analysis is made without considering distinctions between the

types of DNA sequences, which are called genes. Similarly, the conditions uniformly

refer to all kinds of experimental conditions, called samples or simply conditions.

A gene expression data set from a microarray experiment is represented through a

matrix of real values M = {wij/ 1 ≤ i ≤ n, 1 ≤ j ≤ m}, called gene expression matrix,

where n is the number of genes evaluated form samples. RowsG = {~g1, ~g2, . . . , ~gn} form
the expression patterns of genes, columns S = {~s1, ~s2, . . . , ~sm} represent the expression
profiles of samples and every cell wij is the measured expression level of gene i in sample

j, as shown in Figure 2.4.

The gene expression matrix extracted from the scanning process, usually, presents

noise, missing values and systematic variations arising from the experimental procedure.
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Figure 2.4: Gene expression matrix of a microarray.

Thus, it is indispensable before any cluster analysis can be performed, to carry out a

data preprocessing [8, 35,100,122,134,241].

2.3 Clustering for Gene Expression Data Analysis

Clustering is the process of partitioning a data set into disjoint classes, which are called

clusters. Thus, objects within a cluster are more similar than objects located in different

clusters. Clustering carries out a unsupervised task, which means that it does not rely

on predefined classes and training examples while classifies the data objects. The issue

about clustering is addressed in more details in the next chapter.

Clustering techniques have shown a great potential on the understanding of the

gene function, gene regulation, cellular processes, and subtypes of cells. Genes with

similar expression patterns (coexpressed genes) can be clustered together with simi-

lar cellular functions. Coexpressed genes in a same cluster may be involved in the

same cellular processes, and a strong correlation of expression patterns between those

genes indicates coregulation. The inference of regulation through gene expression data

clustering reinforces the hypothesis considerations on the mechanism of transcriptional

regulatory network [66]. On the other hand, sample-based clustering; which is based

on profile similarity, can disclose subcell types that are hard of finding from traditional
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approaches [20,107].

2.4 Clustering Categories of Gene Expression Data

Currently, one microarray experiment, approximately includes between 103 and 106

genes. However, the number of samples involved in a microarray experiment is generally

less than 100. One of the main characteristics in gene expression data is its capacity

of carrying out clusterings of both genes and samples. Coexpressed genes can group in

clusters based on their gene expression patterns [33,86]. In a gene-based clustering, the

genes are considered as the objects to make clusters, while the samples are treated as

the features of these objects.

In contrast to gene-based clustering, the samples can also be partitioned into

homogenous clusters. Then, each cluster may be related to some particular macroscopic

phenotype, such as a clinical syndrome or some cancer type [107]. Hence, sample-based

clustering treats the samples as the objects and the genes as the features.

The distinction between gene-based and sample-based clustering is focused on

different characteristics of clustering tasks for gene expression data. Both types of

clusterings look for exclusive and exhaustive partitions of objects that share the same

feature space (genes or samples). Nevertheless, criteriums from molecular biology state

that only a small subset of genes participate in any cellular process of interest and that

a cellular process takes place only in a subset of the samples [137]. This belief leads to

the emergence of subspace clustering (or biclustering), which captures clusters from a

subset of genes under a subset of samples.

For the subspace clustering algorithms, genes and samples are treated symmetri-

cally, so that either genes or samples can be regarded as objects or features indistinctly.

Moreover, clusters generated through such algorithms may have different feature spaces.

Based on the above, we have that each one of the three types of clusterings faces very

different challenges and therefore, it may adopt very different computational strategies

for each case.
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2.4.1 Gene-based Clustering

This subsection discusses the clustering problem of genes through their expression levels.

The aim of gene-based clustering is to group together coexpressed genes, indicating

cofunction and coregulation. So that the challenges of this approach, which are still

open problems [137] are focused on:

1. Clustering analysis is typically the first task in data mining and knowledge dis-

covery. The purpose of gene expression data clustering is disclosing the natural

structure of data and so, to obtain an initial understanding from data distribu-

tion. Thereby, a good clustering algorithm should depend as little as possible on

prior knowledge, which is usually not available before cluster analysis.

2. Since gene expression data coming from complex procedures of microarray exper-

iments, often contains a huge amount of noise; a clustering algorithm for gene

expression data should be able to extract valuable information from the high noise

level in the data.

3. Empirical studies [135,136] have shown that gene expression data are often highly

connected, and clusters may be highly intersected with each other or even em-

bedded one in another. Hence, algorithms for gene-based clustering should be

capable of suitably handling this situation.

4. A clustering algorithm apart of partitioning gene expression data, should provide

some graphic representation of the cluster structure. In that way, an algorithm

would be more favored by the biologists. Because, users of microarray data could

not only be concerned to the gene clusters, but also be concerned to the existing

relationship between the clusters, and the relationship between the genes within

the same cluster. Namely, which clusters are either closer or more remote to each

other and on the other side, which gene can be considered as the representative

of a cluster and which genes are at the boundary area of a cluster.

In order to solve some of the previous points, different approaches have been

used, such as: K-means [184], Self-Organizing Map (SOM) [152], Hierarchical clustering

[10,84], Graph-Theoretical (CLICK, CAST) [217,251], model-based clustering [95,103,

187,255], density-based hierarchical clustering (DHC) [135]. However, those algorithms
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were designed for the general purpose of clustering, and may not be effective to address

the particular challenges for gene-based clustering [137].

On the other hand, different clustering algorithms are based on different criteri-

ums and/or different assumptions regarding data distribution. The performance of each

algorithm may vary greatly with different data sets and there is no a “winner” at all.

2.4.2 Sample-based Clustering

The aim of sample-based clustering is to find the phenotype structures or substructures

of the samples. There are usually several particular macroscopic phenotype of samples

related to some diseases or drug effects, such as diseased samples, normal samples,

or drug treated samples. Studies from molecular biology ( [107]) have shown that

phenotypes of samples can be discriminated through only a small subset of genes whose

expression levels strongly correlate with the class distinction. These genes are called

informative genes and the remaining genes in the gene expression matrix are considered

as irrelevant to the classification of samples of interest. So, the latter is assumed as

noise of the data set.

Although the conventional clustering methods, such as K-means, self-organizing

maps (SOM), hierarchical clustering (HC), can be directly applied to cluster samples

using all the genes as features, the number of informative genes versus that of irrelevant

genes is usually smaller than 1 : 10, which may seriously degrade the quality and

reliability of clustering results [233, 251]. Hence, novel methods should be applied to

identify informative genes and reduce gene dimensionality for clustering samples to

detect their phenotypes.

The existing methods of informative gene selection are classified in supervised

analysis (clustering based on supervised informative gene selection) and unsupervised

analysis (unsupervised clustering and informative gene selection). The supervised ap-

proach assumes that the samples are labeled by a phenotype. Using this information, a

classifier can be built by only containing the informative genes. Then, the samples can

be clustered according to their phenotypes, and labels can be predicted for the future

coming samples from the expression profiles.

Unsupervised sample-based approach assumes that does not exist information

on the categories of sample phenotypes. This makes unsupervised approach more com-

plex than the previous approach since no training sample set is available to guide the
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selection of informative genes. For this reason, many of statistic methods and other

supervised methods can not be applied without the phenotypes of samples known in

advance.

2.4.3 Subspace Clustering

At this point we have only seen approaches of global clustering, that is, the feature

space (is determined globally) is shared by all resulting clusters, which are exclusive and

exhaustive. However, it is known from molecular biology that many activation patterns

are common to a group of genes only under specific experimental conditions. This

reasoning on cellular processes, leads us to expect subsets of genes to be coregulated

and coexpressed only under certain experimental conditions, but to behave almost

independently under other conditions. It follows that a single gene may participate in

multiple pathways that may or may not be coactive under all conditions, so that a gene

can participate in multiple clusters or in none at all [175].

In that way, discovering such local expression patterns may be the key to un-

covering many genetic pathways that are not apparent otherwise. Hence, it is highly

desirable to go beyond the clustering paradigm and to develop approaches capable of

discovering local patterns in microarray data [31].

Subspace clustering was proposed (by Agrawal et al. [18]) in an effort to find

subsets of objects such that the objects appear as a cluster in a subspace formed by a

subset of the features. The subsets of features of several biclusters (subspace clusters)

can be different. On the other hand, two biclusters may share some common objects

and features, and some objects may not belong to any bicluster.

We can say that in a bicluster, genes and samples are treated symmetrically such

that either genes or samples can be regarded as objects or features. This means that

biclustering derives a local model while clustering produces a global model. Therefore,

biclustering approaches are the key technique to use when one or more of the following

situations applies [175]:

1. Only a small set of the genes participates in a cellular process of interest;

2. An interesting cellular process is active only in a subset of the conditions;

3. A single gene may participate in multiple pathways that may or may not be

coactive under all conditions.
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Hence, a biclustering identifies groups of genes and conditions, obeying the fol-

lowing restrictions:

1. A cluster of genes should be defined with respect to only a subset of the conditions;

2. A cluster of conditions should be defined with respect to only a subset of the

genes;

3. The clusters should not be exclusive and/or exhaustive: a gene/condition should

be able to belong to more than one cluster or to no cluster at all and be grouped

using a subset of conditions/genes.

To conclude, different methods have been used according to the above require-

ments, such as those in [41, 44, 52, 57, 102, 117, 151, 165, 166, 213, 214, 232, 235, 252, 253],

which are aimed at finding biclusters for four major classes:

1. Biclusters with constant values;

2. Biclusters with constant values on rows or columns;

3. Biclusters with coherent values, and

4. Biclusters with coherent evolutions.

2.5 Microarray Data Sources and their Uses

This section addresses the information schemes and the most important data bases

from DNA microarrays. On the other hand, we also explain the main uses currently

given to microarray technology.

The growing volume of scientific publications related to DNA microarrays along

with the need of making public their data sets in order to verify and extract conclu-

sions from the data, has generated public repositories to store, index and share data

from carried out experiments. In that sense, some public repositories for array-based

gene expression data [100] are given by: International sequence data bases include

the GenBank R©, [National Center for Biotechnology Information (NCBI), National In-

stitutes of Health, Bethesda, Maryland], the DNA DataBank of Japan (DDBJ), at
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the Center for Information Biology in Mishima, Japan; and the European Molecu-

lar Biology Laboratory (EMBL), suported by el European Bioinformatics Institute in

Cambridgeshire, UK. Through an agreement known as the International Nucleotide

Sequence Database Collaboration, the three organizations conduct daily exchanges of

data through the Internet. GenBank R© contains nucleotide sequences from more than

140, 000 organisms.

Important contributors to the EST data base of the U.S. National Center for

Biotechnology (dbEST) and to supporting its public availability include Washington

University Genome Sequencing Center (St. Louis, Missouri) through its support by the

Howard Hughes Medical Institute; members of the I.M.A.G.E. Consortium; and Merck

& Co., Inc. (Whitehouse Station, New Jersey).

The Institute for Genomic Research (TIGR) in Rockville, Maryland, is a not-

for-profit research institute with academic partnerships throughout the world. TIGR

researchers have completed the genome sequencing of many pathogens. Published EST

sequence data are available through the TIGR Web site, www.tigr.org.

GeneX Data Base, supported by the U.S. National Center for Genomic Research

(NCGR), and ArrayExpress, supported by European Bioniformatics Institute (EBI) in

the UK, are compliant with current recommendations of standardization [39,40].

The Stanford Microarray Data Base (SMD), which is Internet accessible (http:

//genome-www5.stanford.edu/) is implementing annotations developed by the Array

SML working group at Stanford University, Laboratory of Patrik O. Brown, Depart-

ment of Biochemistry and Biophysics.

Institutes of the Human Genome Project: Whitehead Institute for Biomedical

Research in Cambridge, Massachusetts; The Wellcome Trust Sanger Institute in Hinx-

ton, Cambs, UK; Baylor College of Medicine in Houston, Texas; Washington University

in St. Louis, Missouri; Department of Energy’s Joint Genome Institute (JGI) in Walnut

Creek, California.

2.5.1 Uses of Microarrays

As a genomic readout, microarrays can serve for many purposes, and novel applications

are arising [87]. A common application of microarrays has been the measurement of

gene expression, from characterizing cells and processes ( [74,75,133]) to clinical appli-

cations such as tumor classification [20,107]. Another very common use of microarrays
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is in genotyping and the measurement of genetic variation [172,249].

Microarrays have been used to identify the RNA components of various com-

plexes, clarifying on biological mechanisms of RNA translation and transport [87,

138, 230]. Recently, it has been identified complexes of protein and RNA, called P-

bodies, are thought to be involved in gene expression by regulating mRNA in the

cytoplasm [195]. Microarrays could be used to monitor and characterize the traffick-

ing of cellular RNA through this complex. Changes in DNA copy number at various

loci have been implicated in tumorigenesis and cancer. Using comparative genomic

hybridization, microarrays have been used to examine aneuploidy and changes in loci

copy number in a variety of cell types [197,216]. Microarrays have been used to examine

the progress of replication forks as they copy the genome [149], as well as for genome-

wide screens of RNA modifying enzymes [121]. The full range of applications is too

numerous to mention, improvements and adaptations are continually being made [123].

However, the rapid growth of microarray research over the past few years involves

the use of microarrays to identify functional elements in the genome [87]. Expression

of a gene in the form of an RNA transcript is one small slice of the biology of a gene. A

fundamental aspect of gene expression currently being explored by microarrays is the

revelation of control elements in the genome that are responsible for turning genes on

and off. Every gene is under the control of a regulatory code. However, this code is

largely unknown.

Taken together, the data being collected by tiling arrays for both protein/DNA

interactions and identification of novel transcripts in humans are being systematically

and jointly analyzed as part of a large consortium termed as the ENCODE Project

with the aim of compiling a comprehensive encyclopedia of DNA elements [62, 63].

Microarrays are a fundamental aspect of this effort [87].
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Chapter 3

Data Clustering

D
ata mining is the process of using a variety of data analysis tools to discover

patterns and relationships in the data, in such a way that may be used to make

valid predictions [113,114,163,178, 190, 208]. The first and simplest analytical

step in data mining is to describe the data, summarize its statistical attributes, visually

review it using charts and graphs, and look for potentially meaningful links among vari-

ables (such as values that often occur together). The emphasis in collecting, exploring

and selecting the right data is critically important.

However, data description alone can not provide an action plan, accordingly, a

predictive model most be built based on patterns determined from known results and

then, to test such a model on results outside the original sample. A good model should

never be confused with reality, but it can be a useful guide to understanding our data.

The final step of this process is to empirically verify the model.

Data mining offers great promise in helping organizations to find out patterns

hidden in their data that can be used to predict the behavior of customers, products and

processes. Nevertheless, data mining tools need to be guided by users who understand

the problem, the data, and the general nature of the analytical methods involved.

Realistic expectations can yield rewarding results across a wide range of applications

from improving revenues to reducing costs.

Data mining takes advantage of advances in the fields of artificial intelligence
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and statistics [88]. Both disciplines have been working on problems of pattern recog-

nition and classification. These communities have made great contributions to the

understanding and application of neural nets and decision trees.

Cluster analysis is an important task within data mining; it deals with dividing a

data set into different groups [83]. The goal of clustering is to find groups that are very

different from each other, and whose members are very similar to each other. Unlike

classification, in cluster analysis it is not known what the clusters will be when one

starts, or which attributes in data will be clustered. After one has found clusters that

reasonably segment a database, these clusters may then be used to classify new data.

Clustering is a way to segment data into groups that are not previously defined, whereas

classification is a way to segment data by assigning it to groups that are already defined.

Graphing and visualization tools are of vital aid in data preparation and their

importance to effective data analysis can not be overemphasized. Data visualization

most often provides knowledge leading to new insights and success. Some of the com-

mon and very useful graphical displays of data are histograms or box plots that show

distributions of values. It may also want to look at scatter plots in two (or in three)

dimensions of different pairs of variables. The ability to add a third, overlay variable

greatly increases the usefulness of some types of graphs.

This chapter introduces the data cluster problem and outlines issues as represen-

tation, types, normalization and visualization of data. We also explain the different

types of methods and algorithms of data clustering, giving a tree of clustering method

classification. This section concludes through of a pseudocode showing the steps for

the single-link and complete-link clustering algorithms. The following section is dedi-

cated to introduce the cluster validation subject and enumerate the cluster validation

measures most commonly used in cluster analysis. At the end of this chapter, we give

a review of clustering and visualization techniques currently involved in the analysis of

DNA microarray data.

3.1 Cluster Analysis

Classifying data according to their similarity degree is one of the main processes of

data mining. The organization of objects in affinity groups is one way of knowledge

discovery, being a key factor in machine learning [8, 10].
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Cluster analysis is the formal study of methods and algorithms for grouping or

classifying objects. An object is described either by a set of measurements or by rela-

tionships between the object and other objects. Cluster analysis does not use category

labels that tag objects with prior identifiers. The absence of category labels distin-

guishes cluster analysis from discriminant analysis, pattern recognition and decision

analysis.

The goal of cluster analysis is simply to find a convenient and valid organization

of the data, not to establish rules for separating future data into categories. Clustering

algorithms are focused on discovering structures in the data. This way, a cluster can

be understood as a set of similar objects, collected or grouped together.

The most widely accepted definitions of cluster according to [91] can be described

as follows:

1. A cluster is a set of entities which are alike, and entities from different clusters

are not alike.

2. A cluster is an aggregation of points in the test space such that, the distance

between any two points in the cluster is less than the distance between any point

in the cluster and any point not in it.

3. Clusters may be described as connected regions of a multi-dimensional space

containing a relatively high density of points, separated from other such regions

by a region containing a relatively low density of points.

The last two definitions assume that the objects to be grouped represent points

in the measurement space. Hence, it is not hard to give a functional definition of a

cluster; however, it is complex to give an operational definition of a cluster. Because

objects can be grouped into clusters according to different purposes; moreover, data can

disclose clusters of different shapes and sizes. Even more complex, cluster membership

can change over time, and the number of clusters often depends on the resolution with

which the data are seen. Therefore, the key problem in identifying clusters in the data

is to specify the proximity between the data and how to measure it. As expected, the

notion of proximity is domain dependent.

Cluster analysis is one component of exploratory data analysis, which means sift-

ing through data to make sense out of measurements by whatever means are available.
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The information gained about a set of data from a cluster analysis should suggest new

experiments and provide fresh insight into the subject matter.

3.2 Data Representation

The first condition that most have a rational application of cluster analysis is an ap-

preciation for the basic factors required to represent the data. Clustering algorithms

are closely linked to data type, which implies that if the factors such as scale, normal-

ization, and types of proximity measures are not understood, one can make mistakes

interpreting the results of them.

Cluster analysis is an exploration tool of data, due to that, it is necessary to

use techniques for visualizing data. The most direct visualization is a two-dimensional

plot showing the objects to be clustered as points. Multivariate data can not always

be suitably represented in the plane but when valid, such a visualization allows us to

verify the results of the clustering algorithms.

The intrinsic (or topological) dimensionality of the data dictates the smallest

number of factors needed to represent them. Clustering algorithms group objects (or

individuals) based on proximity indices between pairs of objects. A set of objects (a

data set) comprises the raw data for a cluster analysis and can be described by two

standard formats: a data matrix and a proximity matrix.

The data matrix is formed by the n objects that will be grouped as rows, and

if these objects consist of d measurements (attributes or scores), then the order of this

matrix is n × d. That is, each object is a vector of d features. The d features are

usually pictured as a set of orthogonal axes and so, the n objects are embedded into

d-dimensional space.

A cluster can be visualized as a collection of data which are close to one another or

which satisfy some spatial relationships. The task of a clustering algorithm is to identify

such natural groupings in spaces of many dimensions. Although visual perception is

limited to three dimensions, one must be careful not to think automatically of clustering

problems as two- or three-dimensional. The real benefit of cluster analysis is to organize

multidimensional data where visual perception fails.

Turning to the proximity matrix, clustering methods require an index of proxim-

ity, or alikeness, or affinity, or association be established between pairs of objects. This
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index can be computed from a data matrix or can be formed from raw data. A prox-

imity matrix D = [d(i, j)] accumulates the pairwise indices of proximity in a matrix in

which each row and column represents an object. We assume that a proximity matrix

is symmetric since all pairs of objects have the same proximity value, independently of

the order of their objects. Moreover, the main diagonal of it is 0, because we deal with

proximities between one object and itself.

A proximity index is either a similarity or dissimilarity (for example, correlation

coefficient and Euclidean distance, respectively). The more the ith and jth objects

resemble one another, the larger a similarity index and the smaller a dissimilarity index.

A thorough review of measures of association and their interrelationships is provided

in [22]. According to that, a proximity index between the ith and jth objects, denoted

by d(i, j) must satisfy the following three properties:

1. For a dissimilarity: d(i, i) = 0, for all object i.

For a similarity: d(i, i) ≥ maxj d(i, j), for all object i;

2. d(i, j) = d(j, i), for all pair of objects (i, j);

3. d(i, j) ≥ 0, for all pair of objects (i, j).

All clustering algorithms generally use either Euclidean distance or correlation

coefficient of Pearson as the proximity measure.

3.3 Data Types and Scales

Understanding the data type and the scale used on the data is of vital importance

for selecting a clustering algorithm to solve a problem. Data type refers to the degree

of quantization in the data. A single feature can be typed as binary, discrete, or

continuous. Generally, all features are discrete; however, it is often convenient to think

of a feature value as a point on the real line that can take on any real value in a fixed

range of values. Such a feature is called continuous.

The second trait of a feature and of a proximity index is the data scale, which

indicates the relative significance of numbers ( [22] outlines a categorization of data

types and data scales appropriate for cluster analysis). Data scale can be divided into

qualitative (nominal or ordinal) and quantitative (interval or ratio) scales:
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1. The nominal scale is not really a scale at all because numbers are simply used as

names;

2. In the ordinal scale, the numbers have meaning only in relation to one another;

3. The separation between numbers has meaning on an interval scale. Thus, a unit

of measurement exists, and the interpretation of the numbers depends on this

unit;

4. The strongest scale is the ratio scale, on which numbers have an absolute meaning.

This implies that an absolute zero exists along with a unit of measurement, so

the ratio between two numbers has meaning.

Recognizing type and scale is important in both forming proximity indices and

interpreting the results of a cluster analysis. Several formats, types and scales for data

are summarized in Figure 3.1.

3.4 Data Normalization and Visualization

In practice, it is seldom to analyze a data set (raw data with a defined distance) without

performing any normalization process. Some normalization is usually employed based

on the requirements of the analysis. Preparing the data for a cluster analysis requires

some sort of normalization that takes into account the measure of proximity. Such

is the case of the Euclidean distance, which is a popular index of dissimilarity, but it

implicitly assigns more weighting to features with large ranges than to those with small

ranges. Scaling one feature in kilometers and a second feature in centimeters makes the

second feature numerically overpower the first. Hence, a normalization process should

be able to solve these problems. Several normalization schemes that remedies some of

these problems are presented in [8, 35,45,100,112,171].

However, special care must be taken when normalization is applied since nor-

malization or scaling is not always desirable. For example, if the spread among the

objects is due to the presence of clusters, the normalization can change the inter-point

distances and can alter the separation between natural clusters.

On the other hand, for data visualization, the concept of data projection is

used to reduce data dimensionality, and visually represent the data. In general terms,
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Figure 3.1: Formats, types and scales for representing data.

the algorithms of data projection map a set of n d-dimensional objects onto an m-

dimensional space withm < d. The main motivation for studying projection algorithms

in the context of cluster analysis is to allow visual examination of multivariate data.

When a reasonably accurate two-dimensional representation of a set of objects can

be obtained, one can cluster by eye and qualitatively validate conclusions drawn from

clustering algorithms.

There exist two forms of making data projections, that is, linear and nonlinear

projection. The first, expresses them new features as linear combinations of the original

d features. Linear projection algorithms are relatively simple to use, tend to preserve

the character of the data, and have well-understood mathematical properties. The

type of linear projection used in practice is influenced by the availability of category
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information about the objects in the form of labels on the objects. So that the two types

of projections most commonly used are: principal component analysis ( [142]) when no

category information is available and discriminant analysis ( [132]) when category labels

are available.

The inability of linear projections to preserve complex data structures (data lie on

a curved surface) has made nonlinear projections more popular in recent years. Most

nonlinear projection algorithms are based on maximizing or minimizing a function of a

large number of variables. This optimization problem is data dependent and does not

involve an explicit mapping function. Thus, a change in the number of objects requires

recomputing the entire projection.

Nonlinear projection algorithms can be derived from two points of view, depend-

ing on the prior information available about the patterns. If category information is

known, the aim is to find a nonlinear projection that reduces dimensionality yet maxi-

mizes separability between categories. In the absence of category information, the goal

is to project the data onto a low-dimensional space so as to retain as much structure

as possible. However, nonlinear projection algorithms are expensive to use, so several

heuristics must be employed to reduce the search time for the optimum solution. So

that the best principal component projection could be used as the starting configuration

for a nonlinear mapping algorithm.

For exploratory data analysis, we seek two-dimensional projections to visually

perceive the structure present in the data. The selection of a nonlinear projection

algorithm for exploratory data analysis is affected by the form of the available data.

Additionally, while a projection algorithm seeks two coordinates that preserve struc-

tural information contained in the original d features, a graphical representation tries

to preserve this information exactly by using all the features as attributes of graphical

representation for the objects.

3.5 Methods and Algorithms for Clustering

Cluster analysis is the process of classifying objects into subsets in such a way that,

these subsets have meaning in the context of a particular problem. The objects are

thereby organized into an efficient representation that characterizes the population

being sampled [8, 9].
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Figure 3.2: Tree of classification types.

A clustering is a type of classification imposed on a finite set of objects, where

the relationship between objects is represented in a proximity matrix in which rows

and columns correspond to objects. In this case, the proximity matrix is the one and

only input to a clustering algorithm.

Since a clustering is a special kind of classification [148], a tree of data classifier

kinds, suggested in [161] is shown in Figure 3.2. Each leaf in the tree defines a different

genus of classification problem. The nodes in the tree are defined below.

1. Exclusive vs. nonexclusive. An exclusive classification is a partition (in math-

ematical terms) of the data set. Each object belongs to exactly one subset, or

a cluster. Nonexclusive, or overlapping, classification can assign an object to

several classes. This research deals only with exclusive classification.

2. Intrinsic vs. extrinsic. An intrinsic classification uses only the proximity matrix

to perform the classification. Intrinsic classification is called unsupervised learning

in pattern recognition because no category labels denoting a priori partition of
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the objects are used. Extrinsic classification uses category labels on the objects

as well as the proximity matrix (supervised learning). The problem is then to

establish a discriminant surface that separates the objects according to category.

We are concerned only with intrinsic classification due to it is the essence of cluster

analysis.

3. Hierarchical vs. partitional. Exclusive, intrinsic classifications are subdivided into

hierarchical and partitional classifications by the type of structure imposed on the

data. A hierarchical classification is a nested sequence of partitions, whereas a

partitional classification is a single partition of a data set. Thus a hierarchical

classification is a special sequence of partitional classifications. The term clus-

tering will be used for an exclusive, intrinsic, partitional classification and the

term hierarchical clustering for an exclusive, intrinsic, hierarchical classification.

In this research, we deal only with hierarchical clustering, which is our topic of

research.

3.5.1 Hierarchical Clustering

A hierarchical clustering method is a procedure for transforming a proximity matrix into

a sequence of nested partitions. A hierarchical clustering algorithm is the specification

of steps for performing a hierarchical clustering. It is often convenient to characterize a

hierarchical clustering method by writing down an algorithm, but the algorithm should

be separated from the method itself.

Before turning to see the different hierarchical clustering methods and algorithms,

we define the mathematical structure that characterizes a hierarchical clustering. We

first denote the data set and its partition. The n objects to be grouped into different

subsets are represented by a set P = {x1, x2, . . . , xn}. Each xi is the ith object of

P. Then, a partition C (called clustering) of P, breaks P into subsets {C1, C2, . . . , Cm}
(called clusters), holding the following conditions:

Ci ∩ Cj 6= φ, (∀i, j ∈ [1,m] ∧ i 6= j)

and
m
⋃

i=1

Ci = P.
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We now can define nested partition sequence as follows: partition B is nested

into partition C if every component in B is a subset of a component in C. That is,

C is formed by merging components of B. A hierarchical clustering is a sequence of

partitions in which each partition is nested into the next partition in the sequence.

Several algorithms can be proposed to express the same exclusive, intrinsic clas-

sification. One frequently uses an algorithm to express a clustering method and then,

examines various computer implementations of the method. An agglomerative hierar-

chical classification places each object in its own cluster and gradually merges these

atomic clusters into larger and larger clusters until all objects are in a single cluster.

Divisive hierarchical classification reverses the process by starting with all objects in

one cluster and subdividing into smaller pieces. Thus this option corresponds to choose

of procedure rather than the type of classification.

An agglomerative algorithm starts with the disjoint clustering, which places each

of the n objects in an individual cluster. The clustering algorithm being used dictates

how the proximity matrix should be interpreted to merge two or more of these trivial

clusters. Thus, it nests the trivial clustering into a second partition. The process

is repeated to form a sequence of nested clusterings, where the number of clusters

decreases as the sequence progresses until a single cluster containing all n objects. A

divisive algorithm performs the task in the reverse order.

A hierarchical structure of clustering facilitates the visual exploration of data. A

hierarchical clustering uses a special structure of tree that provides a suitable visual

representation of clustering hierarchy, called dendrogram. A dendrogram consists of

layers of nodes, each representing a cluster. Lines connect nodes representing clusters

which are nested into one another. Cutting off a dendrogram horizontally creates a

clustering. Figure 3.3 provides a simple example.

The level, or proximity value, at which a clustering is formed, can also be recorded.

If objects are represented as patterns, or points in a space, the centroids of the clusters

can be important, as well as the spreads of the clusters.

3.5.2 Algorithms for Single-link and Complete-link Methods

There are many agglomerative algorithms, which only differ in their definition of

between-clusters dissimilarity. The most used criteriums are: minimum distance (single-

link), average distance (mean-link) and maximum distance (complete-link), [10]. These
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Figure 3.3: Example of a dendrogram.

three criteriums are useful in different types of applications. That is, single-link can be

appropriated for applications where one really wants to find elongated clusters. Mean-

link is aimed at finding roughly ball-shaped clusters. Complete-link tends to produce

very compact clusters of a small diameter. The resulting clusters are not necessarily

well separated, which means that all clusters are very close.

The single-link algorithm refers to the shortest distance between objects of two

clusters. So that mean-link and complete-link algorithms refer to the average distance

and the greater distance between objects of two clusters, respectively. These algorithms

assume that the proximity matrix has no repeated distances. Thus, they produce a

single nested clustering sequence that can be shown through its associated dendrogram.

Below there is a pseudocode (Algorithm 3.5.3) for single-link and complete-link

algorithms (mean-link can be deduced from it) [131], where clusterings are enumerated

as 0, 1, . . . , (n − 1) and the mth clustering (Cm) has n−m clusters:

Cm = {Cm1, Cm2, . . . , Cm(n−m)}.
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3.5.3 Agglomerative algorithm for single-link and complete-link

methods

1. Set m← 0. Form the disjoint clustering,

C0 = {(x1), (x2), . . . , (xn)}.

2. a) To build the next clustering m + 1 by the single-link method. Function Qs

defines for all pairs (r, t) of clusters in the current clustering as follows:

Qs(r, t) = min{d(i, j)/i ∈ Cmr ∧ j ∈ Cmt}.
Clusters Cmp and Cmq are merged to form the next clustering in the single-link

hierarchy if, Qs(p, q) = min{Qs(r, t)}.

3. b) Function Qc is used to build clustering m + 1 by the complete-link method

and is defined for all pairs (r, t) of clusters in the current clustering:

Qc(r, t) = max{d(i, j)/i ∈ Cmr ∧ j ∈ Cmt}.
Clusters Cmp and Cmq are merged to form the next clustering in the complete-link

hierarchy if, Qc(p, q) = min{Qc(r, t)}.

4. Set m← m+ 1 and repeat step 2. Continue until all objects are a single cluster.

Single-link clusters are characterized as maximally connected subgraphs whereas

complete-link clusters are cliques, or maximally complete subgraphs. In contrast to

the agglomerative method, the divisive approach offers a distinct advantage in that

most users are concerned in the main structure of their data, consisting of a few large

clusters, rather than in a detailed description of the individual points. Divisive analysis

starts with the main chunks. In the first step it splits the data into two parts and then

goes on by dividing them further into smaller parts.

Divisive analysis poses some computational problems, at last in principle. All

possible divisions of the data into two subsets taken from the first step of the algorithm

could make infeasible this issue. Hence, many authors have restricted their attention to
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the agglomerative approach. Therefore, divisive clustering algorithms are not generally

available, [10]. Several algorithms for agglomerative and divisive hierarchical cluster-

ing have been used. Namely, agglomerative algorithms: Agnes and Eisen in [10, 86]

respectively. As divisive algorithms: Diana, TSVQ and HybridHclust in [10, 55, 174]

respectively.

One final aspect to consider is that, although hierarchical clustering methods

generate dendrograms, which are an appropriate way to display information. It is

difficult comparing two dendrograms. This motivates the development of methods

(and visualizations) for automatically isolating significant clusters. On the other hand,

clustering methods have the nasty habit of creating clusters in data even when no

natural clusters exist. So, hierarchies and clusterings must be viewed with extreme

suspicion [8].

3.6 Cluster Validation

As stated in precedent sections, there are different hierarchical clustering algorithms

with different criteriums for building their clusters. According to such criteriums, we

obtain different results from the partition of a data set. Thus, it is important to compare

results of several clustering algorithms and choose the one that best fits the true data

distribution. Nevertheless, this is not an obvious task.

Cluster validation refers to procedures that evaluate the results of cluster analysis

in a quantitative and objective fashion. Hierarchies, clusterings and clusters are some

times justified by ad hoc methods based on the application area.

Thus, cluster validation is considered as the process of assessing the quality and

reliability of the cluster sets derived from various clustering processes [137]. Generally,

cluster validity has three aspects. First, the quality of clusters can be measured in

terms of homogeneity (or compactness) and separation on the basis of the definition of

a cluster. The second aspect relies on a given ground truth (or reference partition) of

the clusters. The ground truth could come from domain knowledge. Cluster validation

is based on the agreement between clustering results and the ground truth. And the

third aspect of cluster validity focuses on the reliability of the clusters or the likelihood

that the cluster structure is not formed by chance.

It is easy to propose indices of cluster validity. It is very difficult to fix thresholds
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on such indices that define when the index is large or small enough to be unusual.

Statistical methods provide a framework for rationally deciding how large is “large”

and how small is “small” [8]. Several textbooks in statistics cover this material, such

as in [61,248].

3.6.1 Homogeneity and Separation

There exist several definitions for the homogeneity of clusters which measure the simi-

larity of objects in cluster C. Namely:

H1(C) =
∑

i 6=j Similarity(i, j)

|C| · (|C| − 1)
, (∀i, j ∈ C) (3.6.1)

An alternative definition evaluates the homogeneity with respect to the centroid

of cluster C as follows:

H2(C) =
1

|C|
∑

i∈C

Similarity(i, Ō), (3.6.2)

where Ō is the centroide of C. Cluster separation is analogously defined from various

perspectives to measure the dissimilarity between two clusters C1, C2:

S1(C1, C2) =
∑

i∈C1∧j∈C1
Similarity(i, j)

|C1| · |C2|
(3.6.3)

and,

S2(C1, C2) = Similarity(Ō1, Ō2) (3.6.4)

homogeneity and separation of a clustering C = {C1, C1, . . . , Cm} are defined

( [217]) as:

Have =
1

m

∑

Ci∈C

|Ci| · H2(Ci), and (3.6.5)

Save =
1

∑

Ci 6=Cj
|Ci| · |Cj |

∑

Ci 6=Cj

|Ci| · |Cj | · S2(Ci, Cj) (3.6.6)
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3.6.2 Silhouette Width

Silhouette width ( [207]) is a composite index, reflecting the compactness and separation

of clusters. As its predecessors, it can also be applied on different metrics. Then for an

object i, its silhouette width s(i) is defined as:

s(i) =
b(i)− a(i)

max{a(i), b(i)} . (3.6.7)

a(i) is the average dissimilarity from object i to the remaining objects of the

same cluster. b(i), average dissimilarity from i to all objects of the closest cluster. The

clustering silhouette width is defined as the average of all s(i). This index reflects

the overall quality of a clustering. Moreover, it is followed from formula (3.6.7) that

−1 ≤ s(i) ≤ 1. If silhouette value is close to 1, then sample is well-clustered and it was

assigned to a very appropriate cluster. Hence, the largest overall average silhouette

indicates the best clustering.

3.6.3 Agreement with Reference Partition

If the ground truth of the cluster structure of the data set is available, then it is possible

to test the performance of a clustering process by comparing the clustering results with

the ground truth.

Given the clustering results C = {C1, C1, . . . , Cm} and the ground truth T =

{T1,T1, . . . ,Tm}, some common indices ( [111, 225]) have been defined to measure the

degree of similarity between C and T:

Rand index: RI =
n11 + n00

n11 + n10 + n01 + n00
, (3.6.8)

Jaccard coefficient: JC =
n11

n11 + n10 + n01
, (3.6.9)

Minkowski measure: MM =

√

n10 + n01

n11 + n01
. (3.6.10)

Each nij is given from two matrices: an n× n binary matrix M , where n is the

number of objects, Mij = 1 if objects i, j, belong to the same cluster, and Mij = 0

otherwise. Similarly, the binary matrix N is built for the ground truth T. Then, values

nij are set as follows:

Evolutionary Framework for DNA Microarray Cluster Analysis



3. Data Clustering 41

• n11 is the number of object pairs (i, j), where Mij = 1 and Nij = 1;

• n10 is the number of object pairs (i, j), where Mij = 1 and Nij = 0;

• n01 is the number of object pairs (i, j), where Mij = 0 and Nij = 1;

• n00 is the number of object pairs (i, j), where Mij = 0 and Nij = 0.

The Rand index and the Jaccard coefficient (JC ∈ (0, 1], RI ∈ [0, 1]) measure

the extent of agreement between C and T, while the Minkowski measure (MM ≥ 0)

illustrates the proportion of disagreements to the total number of object pairs (i, j),

where i, j belong to the same set in T. Note that the optimal index selection in a

problem is application dependent.

3.7 Clustering and Visualization Methods for

DNA Microarrays

This section outlines different approaches of clustering methods used in cluster analysis

of DNA microarray data, and the existing visualization techniques to represent these

data. A set of visualization tools of clustering results from DNA microarray data is

given as final part of this section. These tools include a part of the existing visualization

components to represent data, and so, a comparison between them is made, where tool

3D-VisualCluster product of our framework is also compared.

3.7.1 Gene-Based Clustering Approaches

For each clustering approach, we introduce the basic idea of the clustering process, and

then explain some features of the given algorithm. For more details see [137] and the

remainder of the proposed bibliography.

K-Means

The K-means algorithm is a partitional clustering method [184], which from a deter-

mined number K, partitions a given data set into K disjoint clusters according to

optimize
∑K

i=1

∑

O∈Ci
| O − µi |2, where Ci represents each cluster of the clustering,
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and µi is the centroid of Ci computing from the mean of objects in it. The aim is to

minimize the sum of the squared distances of objects from their cluster centers.

The K-means algorithm usually converges in a small number of iterations, how-

ever, it also presents several drawbacks on the clustering task for DNA microarray

data. The number of clusters for DNA microarray data is unknown in advance, there-

fore, some users run the algorithm many times for different values of K, taking out the

K whose partition is minimum at all. The problem is that for large data sets of thou-

sands of genes, this strategy may not be practical. On the other hand, K-means forces

each gene into specific cluster, which may cause it to be sensitive to noise [218, 223],

being a problem, considering a huge amount of noise presents in DNA microarray data.

More recent approaches of clustering algorithms has been proposed in [120,180,200] to

overcome the drawbacks of K-means. These algorithms usually depend of some global

parameters to check the quality of resulting clusters. However, the qualities of clusters

for gene expression data may vary widely. Hence, the choice of the appropriate globally

constraining parameters be generally a hard problem.

Hierarchical Clustering Approaches

Unlike the partitional approach, hierarchical clustering generates a hierarchy of nested

clusters that can be represented graphically trough a dendrogram. The branches of

the dendrogram apart of recording the formation of clusters, indicate also the similar-

ity between them. In [86] an agglomerative algorithm called UPGMA (Unweighted

Pair Group Method with Arithmetic mean, it is also known as Eisen method) and

a graphical method to represent the clustered data were applied to DNA microarray

analysis. In this method, the gene expression matrix is displayed as a heat map, where

each expression level in the matrix has assigned a color (an intensity level of a given

color) according to the measured fluorescence ratio, and the rows of the matrix are

reordered based on the dendrogram structure of UPGMA. The final result is a colored

table (a cluster image) representing gene groups that share similar expression patterns

over multiple conditions.

[21] used a divisive approach called DAA (the Deterministic-Annealing Algo-

rithm) to split the genes [205, 206]. Initially, this algorithm randomly chooses two

cluster centroids µ1, µ2 and represents the expression pattern of a gene i as a vector ~gi.

According to this, the probability that a gene ~gi belongs to a cluster j was assigned
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stating a two-component Gaussian model:

Pj(~gi) = exp(−β | ~gi − µj |2)�
∑

j

exp(−β | ~gi − µj |2).

After this, the cluster centroids are recalculated as:

µj =
∑

i

~giPj(~gi)�
∑

i

Pj(~gi).

An iterative process called the EM algorithm was then applied to solve Pj and µj . The

whole data set was recursively split until each cluster contained only one gene.

The Agnes algorithm in [10] (Agglomerative nesting) builds a hierarchy of clus-

terings. At first, each data is a small cluster by itself. Clusters are merged until only

one large cluster remains containing all data. At each stage the two nearest clusters are

combined to form one larger cluster. The Diana algorithm in [10] (Divisive analysis)

performs the task in the reverse order, starting from one large cluster containing all

data. Clusters are divided until each cluster contains only a single data. At each stage,

the cluster with the largest diameter is selected to be split.

The TSVQ algorithm in [174] (Tree-structured Vector Quantization) builds a

divisive hierarchical clustering, so the data must be recursively subdivided into two

clusters. Hence, 2-means is used to find a subdivision. The HybridHclust algorithm

in [55] (Hybrid Hierarchical clustering) is a divisive hierarchical clustering where TSVQ

is applied to data with constraint that mutual clusters cannot be divided. Within each

mutual cluster, TSVQ is re-applied to yield a top-down hybrid in which mutual cluster

structure is retained. Since HybridHclust is based on TSVQ, it implicitly uses squared

Euclidean distance between data.

Hierarchical clustering provides a graphic representation allowing users a thor-

ough inspection of the whole data set and obtain an initial impression of the distri-

bution of data. However, the conventional agglomerative approach suffers from a lack

of robustness [231]. For small perturbations of the data set may greatly change the

structure of the hierarchical dendrogram. Furthermore, the greedy nature of both ap-

proaches, agglomerative and divisive, prevents the refinement of the clusterings in the

dendrogram.
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Graph-Theoretical Approaches

From a data set it is possible to build a graph G(V,E) called a proximity graph. Every

data point corresponds to a vertex (in V ) and each pair of objects is connected by an

edge (in E) with weight assigned according to the proximity matrix. In some cases

the proximity matrix is mapped only to either 0 or 1 on the basis of some threshold,

and edges only exist when the proximity between the objects is 1. Graph-theoretical

clustering converts the problem of clustering into graph theoretical problems as finding

minimum cut or maximal cliques in the proximity graph G.

• CLICK (CLuster Identification via Connectivity Kernels): CLICK in [217] seeks

to identify highly connected components in the proximity graph as clusters. It

starts from the probabilistic assumption that after standardization, similarity val-

ues between elements are normally distributed. From this assumption, it defines

the weight of an edge (i, j) as the probability that vertices i and j are in the same

cluster. CLICK then iteratively finds the minimum cut in the proximity graph.

From here, it recursively splits the data set into a set of connected components

from the minimum cut.

In experiments carried out in [217], CLICK shown better quality in terms of

homogeneity and separation. However, it faces the problem of building highly

unbalanced partitions. Moreover, for gene expression data where two gene clusters

can be highly intersected each other, CLICK may not be capable to separately

identify them since both clusters would be identified as one highly connected

component [137].

• CAST: In [33] a corrupted clique graph data model was introduced. This model

assumes that the data set comes from a cluster structure affected by contamina-

tion through random errors caused from the complex process of DNA microarray

data preparation. In fact, it assumes that the true clusters are those represented

by a clique graph H, which is a disjoint union of complete subgraphs with each

clique corresponding to a cluster. The similarity graph G is obtained from H
by flipping each edge (nonedge) with a given probability. Hence, the clustering

problem is equivalent to achieve the original clique graph H from the corrupted

graph G with as few flips (errors) as possible.
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CAST (Cluster Affinity Search Technique) specifies the desired cluster quality

through a parameter t and applies a searching process to identify qualified clusters

one at a time. Hence, it does not require that the user specifies the number

of clusters. Furthermore, it has an effective outlier treatment. However, it is

known that CAST faces the difficulty of determining a “good” value for the

global parameter t.

Model-Based Clustering

The approach of model-based clustering proposes a statistic model to describe the

cluster structure of gene expression data [95,103,183,255]. The data set is assumed to

come from a finite mixture of underlying probability distributions, with each component

corresponding to a different cluster. The goal is to estimate the parameters given in

the sets Θ and Γ that maximize a likelihood Lmix(Θ,Γ). The parameters Θ and Γ

are estimated with the EM algorithm, which in the first stage, estimates conditionally

the hidden parameters Γ from the data with the current Θ. In the second stage,

parameters Θ are estimated in order to maximize the likelihood of complete data given

the estimated hidden parameters. At the end of the algorithm, each object is assigned

to the cluster (component) having the maximum conditional probability.

An advantage of this approach is the estimated probability that an object belongs

to given cluster. As gene expression data are typically highly connected, it model can

detect when a single gene is highly correlated with more than one cluster. Hence, the

probabilistic feature of model-based clustering is suitable for DNA microarray data.

However, this approach as the previous ones, starts from the assumption that the data

set holds a specific distribution, which does not have to be true. Therefore, there is

currently no well established model to represent gene expression data.

Density-Based Hierarchical Approach (DHC)

The authors in [135] proposed a clustering algorithm called DHC (a density-based, hi-

erarchical clustering method) to capture coexpressed gene groups from gene expression

data. DHC is focused on the notions of density and attraction of objects in a multidi-

mensional space. As basic idea, a cluster is assumed as a high-dimensional dense region,

where data are attracted to each other. At the central part (core), data are crowded
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closely with each other implying high density. At the boundary region of the cluster,

data are relatively sparsely distributed, being attracted by the core part of the dense

region.

DHC performs building a cluster structure of the data set, where firstly, an

attraction tree is built to represent the relationship between the data in the dense

region. After that, it summarizes the cluster structure in the attraction tree into a

density tree, where each node represents a dense region. DHC starts considering the

whole data set as a large dense region represented by the root node of the density tree.

This dense region is then split into several sub-dense regions represented as child nodes

of the root node. The process is repeated on these new regions until each sub-dense

region be a single cluster.

The DHC approach detects in effective form, groups of coexpressed genes (high

density region) from noise (low density region), implying robustness in the noise treat-

ment for DNA microarray data. Moreover, it is also convenient to detect highly con-

nected gene regions. However, the process of computing dense regions could be costly

for large data sets.

3.7.2 Visualization Techniques for DNA Microarrays

This subsection outlines several visualization techniques useful in cluster analysis and

compares several tools that combine visualizations of DNA microarray data. As was

previously studied, cluster analysis on a data domain can imply three stages [115], for

which visualization techniques can disclose knowledge, that is:

• Pre-processing: Feature selection, normalization, selection of distance function.

• Cluster analysis: Selection of algorithm, selection of algorithm parameters, appli-

cation of algorithm.

• Cluster validation: Selection and application of validation techniques.

The aim of visualization techniques in the domain of gene expression data is to

explain or validate clustering results as well as to check the use of cluster validation

techniques in the analysis of post-genomic. Therefore, in general terms, the applica-

tion of visual analytics techniques (the science of analytical reasoning facilitated by
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interactive visual interfaces [240]) describes an iterative process that involves collect-

ing information, data preprocessing, knowledge representation, interaction and decision

making. The ultimate goal is to gain insight into the problem at hand, described by

vast amounts of scientific, forensic or business data from heterogeneous sources. To

achieve this goal, visual analytics combines the advantages of machines with strengths

of humans [146,147,167].

Verification of criteriums or hypotheses can be done via visual data exploration.

However, it may also be accomplished by automatic techniques from statistics or ma-

chine learning. Visual data exploration usually allows faster data exploration and often

provides better results, especially in cases where automatic algorithms fail [14]. Usu-

ally, this kind of data exploration allows a three-step process: overview, zooming and

filtering and then accessing details on demand [177,220].

Visual analytics is being very useful in Bioinformatics ( [26,191]) and particularly,

in our case, DNA microarray data analysis [35, 49, 100, 227]. The application of this

technique to data mining ( [113, 190]) of gene expression data can provide knowledge

of processes taking place at the cellular level [137]. Visual analytics can also discover

knowledge about the variety of available clustering algorithms, for which biologists face

problems selecting the most appropriate algorithm for a given gene expression data set,

since no single algorithm is the best in every aspect [137].

Visualization Components

Dimensionality reduction algorithms ( [93,98,245]) can provide a first inspection of data

distribution through a representation in a 2D or 3D scatter plot. Thus, these visual-

ization components as scatter plots are an additional alternative to discover knowledge

from the data. However, the performance of this visualization alternative has not been

fully exploited. In contrast to the above, the most used visualization component to

display DNA microarray data is the combination of dendrogram and head map, intro-

duced in [86]. This component shows the gene expression matrix as a table of intensity

of colors (usually, red=up-regulation, green=down-regulation, black=constitutive ex-

pression) proportional to differential gene expression (head map). The resulting heap

map is reordered according to the dendrogram generated by a given clustering method;

the aim is to disclose grouping structures present in the data and dictated by the

dendrogram.
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Parallel coordinates are other geometric device where genes can be displayed in

high dimensional spaces, particulary for more than three dimensions. A representation

on parallel coordinates is able to diagnose one-dimensional features such as marginal

densities, two-dimensional features such as correlations and nonlinear structures and

multidimensional features such as clustering and hyperplanes, [15,36,96,139,246]. Note

that the visual validation of a cluster through this component is stricter than the previ-

ous ones, providing a mean of validation of visual components of DNA microarray data.

Keep in mind that connecting multiple visualizations through interactive linking, pro-

vides more information than considering the component visualizations independently.

Visualization Tools

Visual validation approaches applied to cluster analysis from DNA microarray data

have generated several commercially and publicly available tools for data visualization

[1–5, 215]. However, such tools have the following drawbacks. Most of them do not

implement dimensionality reduction to represent data on a 3D scatter plot, and the

tools that do this functionality go no further than showing gene-points. On the other

hand, these tools implement a small number of pre-fitted clustering methods, which

raises problems when validating new methods. Moreover, they do not offer a visual

interaction framework that is able to validate clustering results according to a reference

partition from the data domain.

Based on the above discussion, we have designed several major features desirable

in a tool of cluster analysis from DNA microarray data. These visualization components

(features) are listed below with comments about their expected impact on the previously

mentioned problems in cluster analysis.

1. DNA microarray data dendrogram analysis (MDA). This refers to the ability of

the tested tools to incorporate dendrogram analysis, in the sense that the user

can select and evaluate different cut-off levels in the dendrogram. This can help

the users to find the most suitable number of clusters, and offers a global view of

the constructed cluster hierarchy and the associated heat map for the available

data.

2. Scatter plot analysis (SPA). This is the ability of the tool to implement some

type of scatter plot analysis on microarray data. This kind of graph depends on
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the level chosen in dendrogram analysis and can also be useful for validating the

cluster number. Moreover, a scatter plot allows us to detect outliers or noise in

the data, as well as to validate the inter-cluster distance used by the clustering

methods.

3. Microarray parallel coordinates (MPC). Implementation of parallel coordinate

analysis on the clusters represented as points and heat maps. With this kind of

representation, a user can validate cluster homogeneity (cluster internal quality)

by complementing the dendrogram and scatter plot analysis.

4. Microarray statistical analysis (MSA). Whether the tool integrates other statisti-

cal data analyses. This component can provide preparatory data analysis, such

as feature, metric and clustering method selection.

5. Microarray data clustering methods (MCM). Whether the tool couples clustering

methods. This component allows selection of a clustering method and compares

the results with other methods. In this way, the method that best fits the data

can be chosen, and thus includes the selection of data and inter-cluster distance

implicitly.

From these points, Table 3.1 compares six tools from [1–5] and additionally, we

have also included the 3D-VisualCluster tool (3D-VC), which was developed as part of

this PhD Thesis, being the result of our proposed framework that will be explained later.

This table presents visualization items as the rows and tool references as the columns.

A check mark (X) is used to indicate that a tool provides the specified property for that

row, and “−” indicates that it does not provide this property. Additionally, the value

“b-in” means that the tool implements the corresponding features (clustering methods or

statistical measures) as built-in functionalities, and hence can not be extended without

a considerable modification of the software. The value “ext” means the opposite of “b-

in”, since the tool has the ability of extending its functionality by linking with external

software components (for example, through an R language API [16]).

Some of these visual components in Table 3.1 can be improved by extending

their functionality, such as the case of Visual Exploration 3D ( [5]) and the proposed

3D-VC, which both implement a 3D surface reconstruction. 3D-VC also improves the

scatter plot analysis by implementing cluster boundary computation and a 3D reference
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3.7. Clustering and Visualization Methods for

DNA Microarrays

Table 3.1: Comparative table of visualization tools versus existing visualization com-
ponents. Tools: Cluster and TreeView of [1], TM4 of [2], GenCluster 2.0 of [3], HCE
3.5 of [4], Visual Exploration 3D of [5] and 3D-VisualCluster as 3D-VC.

Features Tools
[1] [2] [3] [4] [5] 3D-VC

DNA microarray data

dendrogram analysis (MDA) X X X X
(1) − X

Scatter plot analysis (SPA) X
(2)

X
(2) − X X

(4)
X

(2)(3)(4)(5)

Microarray parallel
coordinates (MPC) − − − X X X

Microarray statistical
analysis (MSA) b-in b-in b-in b-in b-in ext

Microarray data
clustering methods (MCM) b-in b-in b-in b-in b-in ext

(1) Dendrogram dynamic query control (DDQC). This lets users eliminate uninteresting clusters
from a dendrogram and shows the interesting clusters more clearly [4].

(2) Microarray dimensionally reduction (MDR). The use of data dimensionality reduction techniques
for microarray analysis on a scatter plot.

(3) Cluster boundary point (CBP). The ability of the tool to build the boundary of a cluster. That
is, determining the cluster boundary genes, which allows the realization of further analysis
without taking into consideration the cluster interior genes.

(4) 3D surface reconstruction (3D-SR). Visualization of clusters or other structures in the form of
3D surfaces as an alternative to the existing visualizations.

(5) 3D reference partition representation (3D-RPR). 3D visualization of the surfaces of a reference
partition from the analyzed data set, and comparison of the reference partition with the clusters
of the dendrogram.
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partition representation. 3D-VC avoids implementation of clustering methods and sta-

tistical measures as built-in functionalities. Instead, it allows linking to other software

components by the corresponding API, and hence is easily extendable to newly devel-

oped clustering methods or statistical measures through a general purpose language

such as R.
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DNA Microarrays

Evolutionary Framework for DNA Microarray Cluster Analysis



Chapter 4

Evolutionary Algorithms

E
volutionary algorithms can be found within the evolutionary computation

context, which is nothing less than an alternative approach to deal with complex

search and learning problems through computational models of the evolutionary

processes.

Evolutionary algorithms come to be precise methods of evolutionary computation,

targeted at conducting some kind of stochastic search, in such a way that there exists

interaction and repetitive selection of the most fit structures involved in the process.

Evolutionary algorithms with the best theoretical basis of the whole evolutionary

computation are genetic algorithms. They are stochastic search algorithms based on

the principles of natural selection and genetics. Genetic algorithms represent a pow-

erful tool to solve complex optimization problems where the traditional methods face

difficulty to find an optimum solution. Thus, they provide an efficient, adaptive and ro-

bust search and optimization processes that are usually applied to very large, complex

and multidimensional search spaces.

A genetic algorithm is essentially comprised of a collection of individuals or chro-

mosomes (called the population) and several biologically inspired operators that create

a new (and potentially better) population from an old one, based on a selection process

in favor of the most fit individuals (solutions). Each individual has an associated fitness

value that indicates its degree of goodness with respect to the solution it represents.

Several biological operators like selection, crossover and mutation are applied to the
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individuals of the population to yield more fit individuals.

This chapter introduces evolutionary algorithms as a via of resolution of complex

optimization problems, focusing our attention on genetic algorithms. We first introduce

the structure of an evolutionary algorithm and the aim of the optimization problems,

which allow us to introduce, as the following step, genetic algorithms. In that section,

the structure, basic procedures, pseudocode and discussion about some drawbacks of

genetic algorithms are given. At the end of the chapter, it outlines a literature review

about genetic algorithms applied to hierarchical clustering analysis, and their impact

on the domain of DNA microarray data.

4.1 Evolutionary Computation

Darwinian evolution principle of “Survival of the most fit” captured the popular at-

tention, mainly in the Engineering field. This principle is used as a starting point

to introduce evolutionary computation (EC). Evolved biota demonstrates optimized

complex behavior at each level: the cell, the organ, individuals and the population.

Biological species have solved the problems of chaos, chance, nonlinear interactivities

and temporality. These problems proved to be in equivalence with the classic methods

of optimization. The evolutionary concept is applied to problems where heuristic solu-

tions are not present or which leads to unsatisfactory results. As a result, evolutionary

algorithms are of recent interest, particularly for solving practical problems.

Different organisms of an ecosystem can co-exist and compete for the same re-

sources. The organisms that are most capable of acquiring resources and successfully

procreating are the ones whose offsprings will tend to be numerous in the future. Less

adapted organisms, for some reason, will tend to have few or no offsprings in the fu-

ture [222]. The former are said to be more fit than the latter, and the distinguishing

characteristics that caused the former to be fit are said to be selected for over the char-

acteristics of the latter. Over time, the whole population of the ecosystem is said to

evolve to organisms that, on average, are more fit than those of previous generations of

the population due to they exhibit more of those characteristics that tend to promote

survival.

These evolutionary principles are abstracted by EC techniques into algorithms

that may be used to search for optimal solutions to a problem. In a search algorithm, a
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number of possible solutions to a problem are available and the task consists of finding

the best solution possible in a fixed amount of time. An exhaustive search quickly

becomes impractical as the search space grows in size. Traditional search algorithms

randomly sample (e.g., random walk [228]) or heuristically sample (e.g., gradient de-

scent [170]) the search space one solution at a time in the hopes of finding the optimum

solution.

Thereby, we can say that the key aspect distinguishing an evolutionary search

algorithm from such traditional algorithms is that it is population-based. Through the

adaptation of successive generations of a large number of individuals, an evolutionary

algorithm performs an efficient directed search. Evolutionary search is generally better

than random search and is not susceptible to the hill-climbing behaviors of gradient-

based search.

The rise of evolutionary computation has developed four historical paradigms

that have served as the basis for much of the activity of the field: genetic algorithms

[124], genetic programming [157, 158], evolutionary strategies [204], and evolutionary

programming [182]. The basic differences between these paradigms lie in the nature of

the representation schemes, the reproduction operators and selection methods.

4.2 Evolutionary Algorithm Structure

As previously mentioned, evolutionary algorithms (EAs) are stochastic search methods,

inspired by the evolutionary principle, that is, survival of the most fit individuals (so-

lutions) due to their adaptation to the environment. In other words, the most suitable

individuals will have a better chance of surviving and therefore, a greatest possibility

of passing their characteristics on to the next generations. To reach such evolution

progress, an EA should have the following characteristics:

1. A population of possible solutions appropriately represented by individuals;

2. A selection process based on the fitness of the individuals;

3. A transformation process, which creates new solutions apart from the existing

ones.
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In the first point, the population of individuals (candidate solutions) reflects

the beginning of a parallel stochastic search, differentiating itself from classic methods

which carry out sequential search. An analysis on the effectiveness of EAs with respect

to other methods can be found at [199, 222]. The second point refers to a selection

process that favors to the best individuals of the current population, supporting to

guide the search towards its goal. The last point assumes some kind of individual

recombination process, so that the new individuals created out of such a transformation

process have valuable information from their parents. Every iteration transformation

+ selection is called generation. The idea to follow for this reasoning is that, when the

EA reaches certain number of generations, the best individual be close to the desired

solution. According to the above, a general schema of an EA can be suggested in the

following form:

1. Create initial population P0;

2. Evaluate the fitness of individuals in P0;

3. Repeat (a fixed number of generations g, with i ∈ [1, g]);

4. Select the most fit individuals of Pi−1 to Pi;

5. Carry out the corresponding transformations on individuals in Pi;

6. Evaluate the fitness of individuals in Pi;

7. i = i+ 1;

8. Check the stopping condition of step 3;

9. End.

4.3 Optimization Aim

In the following section, we study a type of evolutionary algorithm very commonly used

in search and optimization problems, genetic algorithms, but before that, we examine

some general matters regarding the optimization process important to focus us on

genetic algorithms.
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Optimization is the process of making something better. An engineer or scientist

conjures a new idea up and optimization improves on that idea. Optimization consists

of trying variations on an initial concept and using the information gained to improve

on the idea. In general, when one needs to optimize a process or a function, the goals

to be reached have to be very clear. A reflection upon this matter is presented by

Beightler, Philips and Wilde in [105], that is:

“Man’s longing for perfection finds expression in the theory of optimization.

It studies how to describe and attain what is Best, once one knows how to

measure and alter what is Good or Bad. . .Optimization Theory encompasses

the quantitative study of optima and methods for finding them”.

This is the reason why optimization seeks to improve search performance towards

optimum points, from which two aspects are deduced, the process of improvement of

the search and the optimum point. Optimization methods commonly focus on conver-

gence (optimum point) and do not pay attention to the performance of the method. In

practice, the goodness of a solution to a certain problem is judged relative to competi-

tion with other found solutions, a fact that shows it is not judged by the best criterium.

We can conclude this idea by saying that convergence towards the best solution is not

the best way to go as our concern is to obtain better solutions with regard to others.

Next, we have to keep in mind that the primary goal of optimization is improvement;

attainment of the optimum is not the most important thing when we are dealing with a

complex problem. Indeed, we can obtain some good, satisficing (introduced by Simon,

1969, see [242]) levels of performance. This way, the definition of the best solution is

relative to the problem at hand, its method of solution, and the allowed tolerances.

Thus the optimal solution depends on the person formulating the problem. Education,

opinions, bribes, and amount of sleep are factors influencing the definition of the best.

Some problems have exact answers or roots, and the best has a specific definition. Other

problems have various minimum or maximum solutions known as optimum points or

extremes, and the best may be a relative definition. According to that, finding the

optimum in a complex system is impossible in most cases, however we can improve the

solutions found to a given problem.
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4.3.1 Multiple Objective Optimization

In many real world situations there may be several objectives that must be optimized

simultaneously in order to solve certain problem. The main difficulty in considering

multi-objective optimization is that there is no accepted definition of optimum, and

therefore, it is difficult to compare one solution with another [27].

To solve multi-objective problems, all the objectives need to be treated together.

In general, these problems admit multiple solutions, each of which is considered accept-

able and equivalent when the relative importance of the objectives is unknown. The

best solution is subjective and depends on the need of the designer or decision maker.

The multi-objective optimization is formally stated as follows [60]: Find the

vector ~x∗ = [x∗1, x
∗
2, · · · , x∗n]t of decision variables which will satisfy the m inequality

constraints:

gi(~x) ≥ 0, i ∈ [1,m], (4.3.1)

the p equality constraints,

hi(~x) = 0, i ∈ [1, p], (4.3.2)

and optimizes the vector function,

~f(~x) = [f1(~x), f2(~x), · · · , fk(~x)]t. (4.3.3)

The constraints given in equations (4.3.1) and (4.3.2) define the feasible region

F which contains all the admissible solutions. Any solution outside this region is

inadmissible since it violates one or more constraints. The vector ~x∗ denotes an optimal

solution in F . In the context of multi-objective optimization, the difficulty lies in

the definition of optimality since we rarely find a situation where a single vector ~x∗

represents the optimum solution to all the objective functions.

For a better understanding of all this, it is important to introduce to the domain

of multi-objective optimization, the concept of Pareto optimality [118]. There are a set

of optimal solutions, known as Pareto optimal ones, non-inferior solutions, or effective

solutions. Without additional information, all these solutions are equally satisfactory.

Then, the goal is to find as many of these solutions as possible. If reallocation of
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resources cannot improve one cost without raising another cost, then the solution is

Pareto optimal.

A Pareto evolutionary algorithm returns a population with many members on

the Pareto front (that is, the place where the optimum solutions are located). The

population is ordered based on dominance. Solution ~x1 dominates solution ~x2, if ~x1

has a lower cost than ~x2 for at least one of the objective functions and is not worse

with respect to the remaining objective functions. A solution is Pareto optimal if no

other solution dominates that solution with respect to the cost functions. A solution is

non-dominated if no solution can be found that dominates it. Once this set of solutions

is found, the user can then choose a single solution based on various post-optimization

trade-offs rather than weighting the costs.

A formal definition of Pareto optimality from the point of view of minimization

problem may be given as follows [94]: A decision vector ~x∗ is called Pareto optimal if

and only if there is no ~x that dominates ~x∗, i.e., there is no ~x such that:

∀i ∈ [1, k], fi(~x) ≤ fi(~x
∗) and ∃i ∈ [1, k],where fi(~x) < fi(~x

∗).

A solution ~x∗ strongly dominates a solution ~x if ~x∗ is strictly better than ~x in all the

objectives.

Thus, multi-objective optimization is interested in obtaining a set of non-dominated

solutions. Hence, it is imperative that genetic diversity is maintained in the population.

Several attempts pointing to this direction can be found in [69,71,106,198,224].

4.3.2 Combinatorial Optimization

An important part of the optimization problems are the combinatorial optimization

problems since they play a major role in the resolution of practical problems (in our case,

the clustering problem) from discrete mathematics. The combinatorial optimization

contains a huge body of problems with different features and properties. Although

these problems are quite different from each other, the problems can be characterized

as follows:

• Determining a permutation of some items associated with the problem.

• Determining a combination of some items.
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• Determine both permutation and combination of some items.

• Any one of the above subject to constraints.

A common feature of such problems is that if the permutation and/or combina-

tion can be determined, a solution can then easily be derived with a problem-specific

procedure. So the general approach for applying genetic algorithms to these problems

is to obtain a appropriate permutation or combination of items under consideration.

To then use a heuristic to construct a solution according to the permutation and com-

bination.

4.4 Genetic Algorithms

Genetic algorithms (GAs) occupy the central space within evolutionary algorithms

(EAs), being the most complete paradigm of whole evolutionary computation for both

reasons, practical as well as theoretical ones.

GAs can be viewed as blind search methods, inspired by the natural selection

mechanism; their goal is to randomly combine the most fit string structures (survivors)

to form new strings, so that as this process is repeated many times, the new individuals

created from previous generations, will be better and better. While randomized, GAs

are no simple random walk. They efficiently exploit valuable information in string struc-

tures to speculate over new points in the search space, providing a desired improvement

in global search performance.

GAs were first presented by John Holland and his colleagues in 1975 [124], at

the University of Michigan. The aim of their creation was:

• To give an abstract and rigorous explanation of adaptive processes of natural

systems;

• To design an artificial system tool that preserves the important mechanisms of

natural systems.

This approach has led to important discoveries in both natural and artificial systems

science. Ever since their creation, researchers have focused on the robustness of GAs,

that is, the balance between efficiency and efficacy to find new solutions, which is
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necessary for survival in any environment. Costly redesigns of artificial systems can be

reduced or removed if these are made more robust. Moreover, artificial systems with a

high level of adaptation will perform their functions longer and better. Features as self-

repair, self-guidance and mating are the rule in biological systems, whereas they barely

begin to be present in complex artificial systems. A reasoning over the previous point

can be found at [105]; yet, we will emphasize some of the most important characteristics

that make GAs robust, that is:

• GAs constitute the most complete approach of evolutionary computation (EC),

that is, they gather in a natural way, all the fundamental ideas of such an ap-

proach;

• They are very flexible, that is, they can easily adopt new, general or specific

ideas that emerge in the field of EC. Moreover, they can easily hybrid with other

paradigms or approaches, even though they have nothing to do with EC;

• GAs are the paradigm with the greatest theoretical basis among the ones of EC.

What is more, such a theoretical basis is simple in its development, offering great

possibilities of expansion;

• Between all other paradigms of EC, they are the ones that require less specific

knowledge for their performance, and therefore, the most versatile ones. Further-

more they can incorporate specific knowledge with little additional effort;

• They are easily implemented in medium capacity computers, giving rather ac-

ceptable results as far as precision and employed resources are concerned for a

great quantity of problems handled with difficulty by other methods;

• As a consequence to the previous arguments, GAs possibly are by far the most

used paradigm among the ones of EC and, along with neural networks, the most

used in whole natural computation. This is important as it provides users with

a great variety of empirical trials offering, operators, parameters and specific

implementations for a wide variety of problems.

A accepted definition of GAs, which has been commonly used can be found

in [199], that is:
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Genetic Algorithms are stochastic methods of blind search of quasi-optimal

solutions. They have a population that represents a set of possible solutions,

which is subjected to certain transformations through which, it is intended to

obtain new candidates, and to a selection process slanting in favors of the best

candidates.

This definition states the principal characteristic of GAs, namely, in the search

method domain, GAs incorporate a mechanism of selection of solutions, which consists

of two parts:

1. Selection of the elements where the transformation will be applied (selection op-

erator), and

2. Selection of the elements that will survive (replacement operator).

These characteristics along with encoding, multiple and stochastic blind search

are introduced to GAs, giving them greater search robustness. We now should clarify

some previous terms, as:

• Blind search, GAs have no kind of specific knowledge of the problem, so the search

is based exclusively on the values of the objective function;

• Encoding, they do not work directly on the domain of the problem, but on repre-

sentations of their elements;

• Multiple search, they simultaneously search within a set of candidate solutions

and,

• Stochastic search is referred to the selection phase as well as to the transformation

one. This provides control over the penetration factor of the search.

Last but not least, a characteristic that should not be left unstressed is the

implicit parallelism of GAs, which means that, from an external point of view, they

process code strings, whereas internally, they do much more than that. When GAs

are processing every string of a population, they indeed are processing all similarity

patrons that those strings contain. See the schema theorem [124].
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4.4.1 Genetic Algorithm Structure

As mentioned earlier, a GA transforms a set of candidate solutions of certain problem

to update the search incorporating as well, a selection process that favors the most fit

individuals. It is expected that, within a few generations, the best individual represents

a candidate, close enough to the solution we are looking for.

GAs as part of evolutionary algorithms (EAs), present the same schema of EAs,

even with some special features. A general structure of a GA can be seen in the diagram

of Figure 4.1.

Figure 4.1: Basic loop of a genetic algorithm.

As observed in this figure, a population of n members (Pop) is subjected to a

selection process to create an intermediate population AuxPop of n breeders. From

that population it extracts a reduced group of individuals called progenitors, being the

ones that finally mate. After applying genetic operators, s individuals are obtained

to form the offspring. In the replacement phase, n survivors have to be selected from

n+s individuals comprising the auxiliary population and the offspring to form the new

population.

The objects participating in the GA evolution process are usually designed as
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strings v (also called, chromosomes), representing an encoding of elements x in the

search space. Both elements receive the name of individuals. Every chromosome v

consists of m positions that represent various attributes (called also genes), which

are generally codified in l = L1 + · · · + Lm bits (or any other measure of quantity

of information), where Li is the number of bits needed to represent the attribute of

position i. The structure of an individual is usually called genotype, and its content,

phenotype. Under an implementation, the genotype is the class of objects and the

phenotype is formed by objects (class instances) of the class.

4.4.2 Criteriums and Mechanisms used in GAs

Before showing the basic procedures of a GA, it is necessary to keep in mind some

criteriums and mechanisms that should not be absent in the use of GAs, namely:

1. Encoding criterium: we have to specify the process (encoding) which makes every

point of the problem domain corresponds to a representation, so the mechanism

of passing from genotype to phenotype;

2. Criterium of treating of non-feasible individuals: it is not always possible to es-

tablish a point-by-point correspondence between the problem domain and the set

of encodings used to solve the problem, that is, search space encoding. Conse-

quently, not all strings encode valid elements of the search space, therefore useful

procedures should be built to distinguish them;

3. Initialization criterium: refers to how an initial population that starts the basic

loop of the GA should be constructed;

4. Stopping criterium: we have to set the conditions under which it is considered

that the GA has reached an acceptable solution or otherwise, the search has been

a failure and there is no point in continuing;

5. Fitness function: the most suitable fitness function for the problem has to be

set;

6. Genetic operators: are called the operators with whom mating is carried out. All

GA use at least two genetic operators, crossover and mutation; however, they are

not the only possible ones and variations of them are also accepted;
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7. Selection criterium: selection has to guide the search process in favor of the most

fit members but there are many ways to succeed this;

8. Replacement criterium: the criterium with which breeders are selected do not

necessarily have to be the same through which survivors are selected, thus they

need to be specified separately;

9. Performance parameters: a GA needs to be given certain performance param-

eters, such as population size, application probability of the genetic operators,

encoding precision, convergence tolerance, etc.

As a mechanism of population sampling, that is, selection of a subset of individ-

uals from a population, we have the following samplings:

1. Direct sampling: we take out a subset of individuals in a population, following a

fixed criterium such as “the k best” or “the k worst”, etc.

2. Simple or equiprobable random sampling: the same probability to form part of

the sample is given to all elements of the base population and the sample is built

through a simple Bernuolli trial;

3. Stochastic sampling: in this sampling, probabilities of selection or scorings are

given to the elements of the base population on the basis of their fitness. By

default, scoring pi associated with individual xi of population P = {x1, . . . , xn}
is calculated as the relative fitness of such individual, being u1, . . . , un respectively,

and holding the following formula:

pi :=
ui

u1 + · · · + un
,∀i ∈ [1, n],

guaranteeing p1 + · · ·+ pn = 1.

There are many mechanisms of stochastic sampling, but here we will only explain

sampling by drawing (or roulette wheel method), which is the most used. This is

shown below:

(a) accumulated scorings are calculated

q0 := 0

qi := p1 + · · ·+ pi,∀i ∈ [1, n]
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(b) simple random numbers k are generated, that is,

rj ←URand[0, 1), ∀j ∈ [1, k]

(c) ∀j ∈ [1, k] individual xi is selected, which verifies:

qi−1 < rj < qi.

4.4.3 Basic Procedures of a Genetic Algorithm

A GA consists of three basic procedures called selection (of breeders), mating (trans-

formation) and replacement (or survivor selection), which are explained below.

• Selection process: consists of sampling from the initial population, n members

of the breeder population.

• Mating process: alteration and transformation operators are applied (mutation,

crossing, inversion, etc.) over certain members of the breeder population (inter-

mediate population) and an offspring of s new members is obtained. Different

combinations of genetic operators can be found at [73,85,89].

The most used genetic operators are:

The crossover operator (recombination or exploitation operator) normally acts

over two individuals (named parents) to originate two other individuals (named

children) that combine characteristics of the parents. Since the individuals are

represented as strings, the crossover is carried out through an interchange of

segments, as shown in Figure 4.2.

The mutation operator (alteration or exploration operator) is a unitary operator,

carries out a small alteration in some of the genes of some individuals. Generally,

the mutation operators are in charge of carrying out an in-depth search, that is,

they provide a guarantee of access to all points in the search space, while the

crossover carries out a wide search, exploring new areas in the space, thanks to

its interchange of information. Note that the mutation operator is able to retrieve

information that could lost in the recombination process of the crossover operator.

Figure 4.3 shows a mono-point mutation of a string.

• Replacement process: starting from n individuals of the initial population plus

s individuals of the intermediate population (offspring), a new population of n

individuals has to be retrieved.
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Figure 4.2: Crossover of two chromosomes in one single point.

Figure 4.3: Mutation of a chromosome in one single point.

There are several replacement criteriums as it can be verified in the literature:

1. Immediate replacement: the s offsprings substitute respectively their par-

ents;

2. Replacement by filling factor: the s offsprings substitute those members of

the breeder population that are most similar to them;

3. Replacement by insertion: according to the relative size of the offspring with

respect to the population, two cases are distinguished:

– if s ≤ n, then s members in the population of breeders are sampled to be

removed (under certain criterium, usually the worst). Those members

are replaced by the offsprings.
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– if s > n, then n members of the population of offsprings are sampled

and the new population is built with them. Note that in this way, any

individual can only live at most one generation.

4. Replacement by inclusion: both s offsprings and n parents are joined in a

single population where n members are sampled (usually, the best ones).

In the literature, the authors sustain that a good criterium for a GA is to incor-

porate selection through universal stochastic sampling (roulette wheel method) in the

conservative category; replacement is usually either immediate or by insertion (with

the same sampling).

Having considered everything up to now, we now can give the pseudocode of GA

through of Algorithm 4.4.4 listed below.

4.4.4 Pseudocode of a Genetic Algorithm

Output: P , a population representing the individuals of the last generation evolved

from the initial population.

t := 0; % start with an initial time.

InitPopulation P (t); % initiate the population of individuals (usually random).

EvalFitness P (t); % evaluate the “fitness” of the individuals.

% Assume condition(t) as a formula of the propositional calculus.

while not condition(t) do % check stopping criterium (time, fitness, etc.).

t := t+ 1; % increase timer.

P
′

:= SelectParents P (t); % select a sub-population for the mating process.

P
′′

:= Crossover P
′

(t); % recombine genes of the randomly selected parents.

P
′′′

:= Mutation P
′′

(t); % modify genes of the randomly selected chromosomes.

EvalFitness P
′′′

(t); % evaluate their new fitness.

P := Survivors P,P
′′′

(t); % select survivors.

endwhile
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end GA.

A simple genetic algorithm particularly incorporates the following methods and

criteriums [229]:

1. Encoding criterium: specific for every problem. It has to make every point of the

problem domain correspond to an element of the search space, which necessarily

consists of unsigned binary integers, that is, simple binary strings.

2. Treating criterium of non-feasible individuals: it does not exist. It is considered

that codification is carried out in such a way that all possible strings represent

feasible individuals.

3. Initialization criterium: the initial population consists of randomly chosen binary

strings.

4. Evaluation and fitness functions: the fitness function coincides with the evaluation

one. Preferably, the evaluation function is given through an objective function.

5. Genetic operators: mono-point crossover and mutation bit by bit over codified

individuals.

6. Selection criterium: by drawing lots.

7. Replacement criterium: immediate.

8. Stopping criterium: fixing maximum number of iterations.

9. Performance parameters: discretionary. It depends on the problem to deal with.

Up to this moment, we have presented the principal characteristics and the per-

formance principle of GAs. For a formal presentation (theoretical fundamentals) that

this approach works at least on binary strings, consult [105], [199], [186], [185], where

a proof using the schema concept as well as an in-depth study will be found.

The traditional proof of convergence for the binary GA is called the schema theo-

rem [124]. A schema is a string of characters consisting of the binary digits 1 and 0, and

an additional “don’t care” character, ∗. Thus, schema 11∗∗00 means the center two digits
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can be either a 1 or a 0 and represents the four strings given by 110000, 110100, 111000,

and 111100. The schema theorem says [105]:

Short schema with better than average costs occur exponentially more frequently in the

next generation. Schemas with costs worse than average occur less frequently in the

next generation.

The idea is that the most fit schemas survive to future generations. Following

the best schema throughout the life of the GA provides an estimate of the convergence

rate (not necessarily to the global minimum) to the best chromosome. Thus, the

ability of the algorithm to explore and exploit simultaneously, a growing amount of

theoretical justification, and successful application to real-world problems strengthens

the conclusion that GAs are a powerful, robust optimization technique.

4.5 Difficulties in the use of Genetic Algorithms

Although the GAs robustness with respect to other methods is verified, the problem

of finding genetic operators and an adequate encoding is still the greatest difficulty.

Moreover, the issues of solving a problem with acceptable quality through a GA and

building an appropriate fitness function correlated with the candidate solutions are also

of vital importance. In general, fitness functions usually are expensive (implicitly there

is encoding and decoding of individuals), hence, approximations of them to minimize

their calculation complexity usually are effective.

We should also point other problems present in GAs that have to be treated if

we want to achieve good results throughout the process. A typical problem concerning

GAs is the lack of diversity, a factor that has to be controlled in every moment, as its

immediate consequence is premature convergence towards local optimums. A possible

solution to this problem is to run the GA in two stages, in the first stage, make sure

that the GA carries out an in-depth search, which means to increase the mutation

probability without guiding the search (no selection, ensuring diversity on individuals)

and in the second stage, to run the GA in its normal form.

Some tips to follow towards a good use of GAs are:

1. Never draw conclusions from a single execution:
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• use statistic measures (arithmetic means, medians, etc.);

• with an enough number of independent executions.

2. “We can obtain whatever we want in an experimentation according to the diffi-

culty of the used cases”. We should not adjust/check the algorithm performance

over simple examples if we want to work on real cases.

3. From the application point of view, double approach and different design:

• finding a very good solution at least once;

• at least, finding a very good solution in every execution.

4.6 Genetic Algorithms and Hierarchical Clustering

In this chapter, we have stated by way of introduction, the most important character-

istics of GAs as well as the principles on which they are based. We now are going to

highlight their application to our area of interest, the hierarchical clustering problem

for gene expression data, and discuss existing approaches for this purpose.

The GAs application to data mining is being of great importance in the knowledge

discovery processes from the study of classification problems, where an optimization

criterium is required [113,190,192]. This way, GAs applied to clustering problems [72,

129,173,257,258] are very useful in DNA microarray data analysis [35,49,100,137,227],

providing understanding of the processes related to gene functions. Consequently, those

mining processes are of vital importance for the human health research.

According to the above, there has been recently an increasing interest in dealing

with the clustering problem using genetic algorithms, principally for the partitional

approach [51, 59, 78, 92, 164, 180]. GAs have intensively been applied to the partition

problem of a data set, namely, the distribution problem of n objects in M sets according

to some minimization criterium of an additive optimization strategy on those sets [109].

Once the optimization criterium is chosen, the clustering problem consists of finding

an efficient algorithm able to carry out a search on the classification space. However,

the clustering partitional problem is much less complex than the hierarchical clustering

one, where the search space is extremely large.
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GAs approaches building hierarchical clustering are a topic that is almost un-

touched in the literature. According to [129], this is probably due to the fact that it

is not straightforward to define a fitness function capable of guiding the evolution of

dendrograms. Indeed, few works exist that attempt to apply evolutionary techniques

to build hierarchical clusterings. In fact, after reviewing the literature only three works

that deal with the previous approach have been located as explained below.

In [169], a genetic algorithm is used for searching an optimum hierarchical clus-

tering on a data set according to the least square method. Through a different approach

to our, this work is based on the ultrametric dissimilarity notion, which is used to find

the best hierarchical clustering (the best, theoretically) on a data set since there is a

bijection between hierarchical classifications and the set of ultrametric dissimilarities.

Therefore, they deal with the problem of searching directly in the set of ultrametric

dissimilarities rather than searching in the hierarchical classification space. In addi-

tion, the authors of [169] conclude that by finding the ultrametric dissimilarity closest

to the used data set, we would find the best hierarchical classification. Finally, the

experiments were carried out on very small non-biological data sets.

In [108], a hierarchical, incremental, and unsupervised clustering algorithm was

defined. This algorithm is based on the work performed in [109], and it is distance-

based. Since it computes centroids for each cluster and then, builds a hierarchy of

subsets: a partitioning subset may itself be partitioned and those subsubsets may

themselves be partitioned and so on. For this reason, the previous algorithm is related

to K-means method [82]. In order to fulfill the previous requirements, this algorithm

is combined with the power of the GAs evolutionary force. Nevertheless, data and

the proximity matrix were represented on a nominal scale and as a consequence, the

Hamming distance was used. On one hand, this algorithm is not explicitly oriented to

the search of a global optimum. On the other hand, it was applied on non-biological

small data sets.

The approach of [169] is very different to our, in the sense that, the search space

of each method is different and so, their objective functions are different, too. Further-

more, the computational complexity of this algorithm grows exponentially for large

data sets, as the case of DNA microarray data. The method of [108] has the drawback

of having a nominal scale (non-real values) on both, data set and proximity matrix,
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which restricts its use. Moreover, the approach of centroid computation for hierarchi-

cal clustering can imply a time overload, and is biased toward the discovery of spherical

clusters, which clearly is inappropriate for many applications [129]. Additionally, both

works [169] and [108] carried out for other data contexts very different of gene expres-

sion data, and neither of them, introduce heuristics to reduce the complexity of the

search space. According to latter, the first experiments carried out on our clustering

evolutionary model without including constraints to the search space (as made in [169]

and [108]), showed our approach intractable according to runtime when the data set is

large. This suggests that the GA-based search of an optimum dendrogram without in-

cluding constraints still remains intractable, in general. Hence, the approaches of [169]

and [108] would also be intractable for large data sets.

Recently in [43], a GA for finding cluster hierarchies (called GACH) was defined.

This algorithm is based on the combination of genetic algorithms, information theory

and model-based clustering. Therefore, the individuals of GACH represent hierarchies

of clusters on a data set, and the applied fitness function relates the clustering prob-

lem with that of data compression by Huffman coding. Particularly, this method is

applied to the field of medical image processing and not to the field of DNA microarray

data. On the other hand, this one builds cluster hierarchies that are not dendrograms,

which makes the analysis and the comparison (statistical as well as visual) with other

hierarchical clustering methods be almost impossible. Moreover, the dendrograms are

a powerful tool in biological data analysis (and visualization), and there are many

concepts built on this base [8]. Thus, in this research, we only consider approaches

representing cluster hierarchies being dendrograms. Consequently, the two previous

features of GACH make it out of our scope.
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Chapter 5

Complexity of the Research

Hypothesis

T
his chapter presents the first contribution of this research work by classifying

the problem addressed in our research hypothesis (see Chapter 1) in class NP-

complete. This class contains the most difficult problems to solve of all kinds of

hard problems. Starting then from the hypothesis given in Chapter 1, we have made an

analysis of the algorithmic complexity of the problem, allowing us to characterize the

search space. Knowing the particularities of the search space on which, we are going to

work, provides knowledge which is useful to develop heuristics and constraints to the

problem, making more efficient the search process towards a global optimum. To this

end, we have first introduced the fundamental theorem of this research, formalizing

in that way, the hypothesis. After that, we have introduced the basic concepts of the

NP-completeness theory, which support the proof of the fundamental theorem, while

also providing additional results from the search space. The proof of the fundamen-

tal theorem and the remaining results in this chapter are the basis of the clustering

evolutionary model that has been introduced in the next chapter in order to face the

problem given by our research hypothesis.
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5.1 The Problem

This section formalizes the first part of our research hypothesis (Chapter 1) which states

that the problem of finding the best dendrogram on a data set, that is, the problem of

finding the optimum dendrogram from a data set according to an objective function

measuring the dendrogram quality is an NP-complete problem. This conjecture can be

rewritten in theorem form, specifying formally the details, namely:

Theorem 5.1. Fundamental theorem of this research.

Given a data set Pn of size n, f and f ′ two objective functions for a clustering and a

dendrogram of Pn respectively, then the Problem of Finding the Best Dendrogram on

Pn (denoted as PFBD) is an NP-complete problem.

As will be seen, this theorem is the basis of our research for both theoretical and

practical reasons. Because of that, the used evolutionary model that attempts to solve

this problem is justified as an alternative technique to the existing methods. On the

other hand, f ′ assumed as a well defined function on a dendrogramG, should necessarily

include in some way, fitness (or contributions) f of clusterings Ci in G, and without

losing generality, we can also assume f ′(G) = OPn
i [f(Ci)]. Where OP is one of the

operators
∑

,
∏

,max, etc., or the combination of them, which are able to summarize

contributions f of clusterings in G.

Before showing a proof of this theorem, it is necessary to enunciate some defini-

tions and properties of the NP-completeness theory. Henceforth, we give concepts that

will help to understand the proof of the fundamental theorem.

5.2 NP-Completeness

There exists a large family of computational problems for which fast algorithms have

never been found, but neither have such algorithms been proved to be unattainable

[24, 140]. This family is not just a list of seemingly difficult computational problems.

It is in fact bound together by strong structural ties. The collection of problems,

called the NP-complete problems, includes many well known and important questions

in mathematics. NP-completeness tells us that they are all, in a precise sense, equally

hard. On the other hand, if any one of these hard problems has a polynomial time

algorithm, then they all do.
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The question of the existence or non-existence of polynomial time algorithms for

the NP-complete problems rates as the principal unsolved problem that faces theoretical

computer science today [19,97,247]. Hence, the main characteristics of these problems

can be listed as follows:

1. All these problems seem to be computationally very difficult, and no polynomial

time algorithms have been found for any of them;

2. It has not been proved that polynomial time algorithms for these problems do

not exist;

3. But this is not just a random list of hard problems. If a fast algorithm may be

found for one NP-complete problem, then there also are fast algorithms for all of

them;

4. Conversely, if it could be proved that no fast algorithm exists for one of the NP-

complete problems, then there could not be a fast algorithm for any other of those

problems.

Our next task is to develop an item machinery that permits to give precise

definitions of all concepts that are needed:

• Decision problem: a decision problem is one that asks only for a yes-or-no answer.

Many of the NP-complete problems can be formulated as decision problems or as

optimization problems. Usually, if it finds a polynomial algorithm for a decision

problem then with just a little more work, the corresponding optimization prob-

lem will be solved. Hence, it is possible to restrict the optimization discussion to

a decision problem.

• Language: since every decision problem has two answers “Y/N”, we can transform

a decision problem as asking if a given word (the input string) is or is not a one

of certain language. The language is the set of all words for which the answer is

“Y”.

• Class P: a decision problem belongs to class P, if there exits an algorithm A and

a number c such that for every instance I of the problem, the algorithm A will

produce a solution in time O(nc). n is the number of bits in the input string that

represents I. Simpler, P is the set of easy decision problems.
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• Class NP: a decision problem Q belongs to NP if there exits an algorithm A that

holds the following:

1. there is a certificate C(I) associated to each word of the language Q (i.e.,

with each instance I for which the answer is “Y”) such that, if the pair

(I, C(I)) are input to algorithm A, then it recognizes that I belongs to the

language Q.

2. if I is a word that does not belong to the language Q, then there is no choice

of certificate C(I), in such a way that A recognizes I as a member of Q.

3. algorithm A operates in polynomial time.

In other words, NP is the class of decision problems, for which it is easy to check

the correctness of a claimed answer, with help of a little extra information. So,

it is not asking for a way to find a solution, but only to verify that the given

solution is indeed correct.

Summing up about both classes, in P are the problems where finding a solution

is easy, and in NP are the problems where it is easy to check a solution that may

have been very tedious to find.

• Reducibility: let Q and Q′ be two decision problems. We say that Q′ is quickly

reducible to Q, if each instance I ′ of the problem Q′ can convert it, with only a

polynomial effort amount, into an instance I of Q. It holds that I ′ and I have the

same answer (“Yes” or “No”) for the same input. Namely, a computer program

to solve Q, can be used to solve Q′, with just a small amount of extra work.

• NP-completeness: a decision problem is NP-complete, if it belongs to NP and

every problem in NP is reducible to it in polynomial time.

On the reducibility and NP-completeness concepts arise some implications very

important for the proof of the previous theorem, that is:

1. If there exists a polynomial time algorithm for previous problem Q′, then there

exists one for Q;

2. A problem Q is NP-hard, if every problem in NP has a polynomial time reduction

to Q. If, in addition, Q is in NP, then it is NP-complete;
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3. Thus, if Q′ is NP-complete, and it has a reduction to another problem Q in NP,

then Q is also NP-complete.

For all the above, the NP-complete problems are considered the hardest ones in

NP [153,193,194], and we are now able to provide a proof of the fundamental theorem.

5.3 Proof of the Fundamental Theorem

From the previous section deduces that to prove Theorem 5.1, we must first prove that

PFBD is in NP and after, that it is NP-complete. But before, we have to do certain

transformations and give some important propositions of the problem.

Let us begin, giving a representation of the search space (the dendrogram space)

as a weighted graph, that is, a type of tree, Figure 5.1. The vertices (nodes) denote

clusterings and the edges denote nested clusterings for a dendrogram in this space.

This tree representation is an agglomerative one of the search space, starting

from root node C1,1 to end node Cn,1, but a divisive way can also achieved in reverse

sense. In this tree, there are n levels (levels of a dendrogram of Pn) and every possible

clustering (vertex) used to build a dendrogram is located in one of these levels. Thus,

vertex C1,1 represents the only one clustering of level 1, where each data object of Pn

forms a cluster. Note that notation Ci,j means, clustering j belongs to level i of a

dendrogram on Pn.

From level 1, we can only generate k2 different clusterings (Figure 5.1) by merging

two clusters of C1,1. This way, level 2 is reached. The same process from level 1 is

applied to level 2 to obtain level 3, and so on. ki is the number of clusterings generated

by each clustering of level i − 1 where i is the current level. In other words, ki is the

number of child nodes generated by each father node of the above level. Therefore, the

number of nodes in a level i is obtained of the result of multiplying corresponding ki with

all kj where j < i. Then, every level of the tree in Figure 5.1 is built from all possible

clusterings formed by merging two clusters of clusterings in the above level. Note that

moving from one level to the next lower one on this tree, the number of nodes increase

at a rate of n2, which is translated into several mathematical propositions shown below.

Considering that the tree in Figure 5.1 represents a graph U =< V,E,W >,

where V is the set of vertices, E the set of edges and W the weight matrix in this

graph, then the following propositions hold.
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Figure 5.1: A representation of the dendrogram space in form of tree (a weighted graph).
Every vertex denotes a clustering, the edges are connections between clusterings nested
within the same dendrogram and w is a weight function. A simple path from node C1,1

to Cn,1 means a dendrogram of the search space.
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Proposition 5.1. On the number of vertices and edges.

Let U =< V,E,W > be a graph on data set Pn, satisfying the conditions in Figure 5.1,

then the number of both vertices |V | and edges |E| is given in the following expressions:

|V | =
n−1
∑

i=2

i
∏

j=2

(

n− j + 2

2

)

+ 2; (5.3.1)

|E| = |V |+
n−1
∏

i=2

(

n− j + 2

2

)

− 2. (5.3.2)

Proof: This proof is obtained by inspecting the number of nodes that each level in the

tree in Figure 5.1 has. Note that only one edge reaches each node (except for C1,1 and

Cn,1) and from each node emerges ki edges to nodes of the next lower level. �

Proposition 5.2. The best path.

Given a graph U =< V,E,W > from data set Pn and satisfying the conditions in

Figure 5.1, then the algorithmic complexity to find the best path (the optimum path)

from C1,1 to Cn,1 is O(n2n).

Proof: Expanding the sum and product in the expression of |V | in Proposition 5.1,

afterward, taking the maximum term out, we then obtain expression

(

n2

2

)n−2

<

n2(n−2) < n2n (for n > 2), which proves the result. Note one can assume that

w(Ci,j , Ci+1,j′) = f(Ci+1,j′). Namely, weight function w is interpreted as contribu-

tion f of moving from a clustering to another in a dendrogram. �

5.3.1 Transforming PFBD and Proving its NP-Completeness

As previously explained, an optimization problem as PFBD can be expressed as a deci-

sion problem. If without loss of generality, PFBD is assumed as a minimum problem,
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then the following statements are equivalents, meaning the same problem PFBD:

Finding the best dendrogram on a data set.

m
Given a K, Is there a dendrogram G in U, f ′(G) ≤ K?

m
Given a K, Is there a path in U from C1,1 to Cn,1 less than or equal to K?

This way, we have PFBD in form of a decision problem and besides, it is easy to

verify the correctness of a given solution to a PFBD instance, since it consists of adding

(summarizing) all contributions f of the clusterings in the found solution-dendrogram

together to obtain the final evaluation from f ′ (see statement of Theorem 5.1). More-

over, since PFBD is O(n2n), it then is in NP.

We now only need to prove that PFBD is an NP-complete problem. For this, it is

enough to reduce a problem of the NP-complete class to PFBD. Consider the following

problem definition:

Definition 5.1. Boolean Satisfiability (SAT Problem).

Given a boolean formula ϕ in rCNF form over variables u1, . . . , um. That is, ϕ = ξ1 ∧
ξ2 ∧ . . . ∧ ξn, where ξi are disjunction clauses (∨) of r literals uj (or their negations uj,

3 ≤ r ≤ m) as a maximum. If z ∈ {0, 1}m, then ϕ(z) denotes the value of ϕ when values

z are assigned to the variables of it (where we identify 1 with True and 0 with False).

Therefore, a formula ϕ is satisfiable if there exists some assignment z such that ϕ(z) is

True. Then, the SAT problem consists of finding a z such that ϕ(z) be satisfiable.

SAT was the first problem classified as NP-complete [19, 64, 65, 97], being con-

sidered as the canonical problem for which the other NP-complete problems can be

reduced to it. At this point, we can reduce SAT to PFBD through a suitable transfor-

mation:

Let ϕ be a rCNF (r ≥ 3) formula on m variables with n clauses. We define a graph

U of |V | vertices as defined in Figure 5.1 in the following way: the set of qi vertices

(qi defined as in Figure 5.1) of level i in U is associated to clause ξi of ϕ. The vertices

in the set associated with a clause ξi correspond to qi possible partial assignments of

r variables ξi depends on (we call partial assignments, since they only give values for
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some of the variables [23]). If ξi depends on less than qi vertices then we repeat one

of the partial assignments. An edge between two vertices of consecutive levels in U is

put, if they correspond to consistent partial assignments and their partial assignments

evaluate True, for these associated clauses in ϕ. Two partial assignments are consistent

if they give the same value to all the variables they share. In addition, we put edges

between every remaining two vertices of consecutive levels in U following Figure 5.1.

As assumed that w(Ci,j , Ci+1,j′) = f(Ci+1,j′), we now make the following weight

updating on U:

f(Ci,j) = f(Ci,j) + ξi(~xj); (5.3.3)

w(Ci,j , Ci+1,j′) = w(Ci,j , Ci+1,j′) + [ξi(~xj) ∧ ξi+1(~xj′)]. (5.3.4)

~xj and ~xj′ represent binary partial assignment vectors of literals ui in clauses ξi and

ξi+1 respectively. ~xj and ~xj′ are the partial assignments associated to vertices Ci,j and

Ci+1,j′ in U respectively.

We claim that ϕ is satisfiable if and only if U has a simple path of size n that is

less than or equal to a given K. It now turns to prove that the above is true.

“=⇒”

Suppose that ϕ has a satisfying assignment ~z = 〈u1 = a1, u2 = a2, . . . , um =

am〉, that is, ϕ(~z) = 1. Then, there exist partial assignments ~xji in ~z such that,

ξi(~xji) = 1, i ∈ [1, n]. On the other hand, there also exist vertices Ci,ji in U associated

to such ~xji . Therefore, it holds that:

n
∑

i=1

f(Ci,ji) ≤ K =

n−1
∑

i=1

w(Ci,ji , Ci+1,ji+1
) + 1. (5.3.5)

“⇐=”

On the other hand, suppose that U has a simple path C1,j1 , C2,j2 , . . . , Cn,jn . If it

holds that:

n
∑

i=1

f(Ci,ji) ≤ K =

n−1
∑

i=1

w(Ci,ji , Ci+1,ji+1
) + 1; (5.3.6)
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then, this implies that the corresponding partial assignments ~xji of Ci,ji hold
n
∑

i=1

ξi(~xji) =

= n ⇒ ξi(~xji) = 1,∀i ∈ [1, n] ⇒ ϕ(~z) = 1, where ~z is the binary assignment vector

from partial assignments ~xji . Hence finally PFBD belongs to the NP-complete problem

class. �

Note that classifying PFBD as a NP-complete problem is not only important

for our research. If a good solution is found for PFBD then this one would be also

good for any other problem of the NP-complete class. Although NP-complete prob-

lems are computationally equivalent, they do no appear to be equivalent representing

them through genetic algorithms [68]. That is, not all of these problems have a natural

representation through genetic algorithms, and it could be quite difficult. As PFBD

has a representation through genetic algorithms (given in the next chapter), then one

strategy is to transform an NP-complete problem (which we generically call aNPCP) to

PFBD, solving PFBD and transforming the solution back to aNPCP. Since the transfor-

mation of aNPCP to PFBD could also be difficult, we can use an intermediate problem

as previous canonical problem SAT and the transformation process is as follows:

aNPCP
transforms
−−−−−−−−→
←−−−−−−−−−
solutionback

SAT
transforms
−−−−−−−−→
←−−−−−−−−−
solutionback

PFBD.

The problem transformation is from left to right, and transforming the solution

back is in reverse form. Note also that the transformation between SAT and PFBD

has previously been given, which facilities the task.

All we can say as a final conclusion of the PFBD NP-completeness is that, it is as

hard as all those other problems that other scientists have been unable to solve. Hence,

this is a good enough reason not to spend time and effort attempting to find a full

solution. Instead, it would be better to make the effort to look for good approximate

general solutions to specific instances of PFBD. In general aspects, the NP classification

does help scientists decide where to invest their research efforts [76].
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Chapter 6

An Evolutionary Model for

Hierarchical Cluster Analysis

T
his chapter proposes a novel hierarchical clustering method using genetic algo-

rithms (GAs) for the analysis of gene expression data. This method is based on

the mathematical proof of several results, showing its effectiveness with regard

to other clustering methods. GAs applied to cluster analysis have disclosed good re-

sults on biological data and many studies have been carried out in this sense, although

most of them are focused on partitional clustering methods. Even though there are

few studies that attempt to use GAs for building hierarchical clustering, they do not

include constraints that allow us to reduce the complexity of the problem. Therefore,

these studies become intractable problems for large data sets. On the other hand, the

deterministic hierarchical clustering methods generally face the problem of convergence

towards local optimums due to their greedy strategy. The method introduced here is

an alternative to solve some of the problems existing methods face.

Firstly, since the convergence of most hierarchical clustering methods is local, due

mainly to its greedy strategy for building a dendrogram [9,10,137], in this chapter we

face the problem stated in the research hypothesis (Chapter 1), which is a combinatorial

optimization problem ( [155, 201]) that has been proven to be NP-complete from the

previous chapter. It is common in computer science for problems of this class, to

explore the use of heuristics in order to find approximate solutions to the problem
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[70, 104, 243], or to converge faster towards some solutions. Exploring all possibilities

of the dendrogram space is an intractable strategy, thus requiring methods that do not

consider every solution in the search space, such as GAs [25,105,124,185,186].

Secondly, the practical interpretation of the problem previously stated in our

hypothesis is to find a global optimum in the dendrogram space of DNA microarray data

or in other words, to find dendrograms of high quality, which could disclose knowledge

from gene expression data. However, it is difficult to build effective genetic operators

on complex structures such as dendrograms, so this has been one of the problems faced

in this chapter. Additionally, there is little literature on this subject, making it more

difficult to solve, but we deal with these problems later.

6.1 The EMHC Genetic Algorithm

According to the previously said, the main contribution of this chapter is the definition

of an evolutionary model aimed at building hierarchical clusterings. The goal of this

approach is the search of clustering hierarchies of high quality on DNA microarray data.

For reaching that aim, other contributions were given, such as: a specific method (called

EMHC, Evolutionary Model for Hierarchical Cluster) from a clustering evolutionary

model is obtained by prefixing the parameters of such a model. This method provides

a novel fitness function to evaluate dendrograms based on the cluster definition. In

this context, several strategies (constraints) are introduced to reduce the complexity

of the search space. That is, reduction of the level number of a dendrogram based on

non-valuable information, reduction of the fitness function runtime by introducing two

fundamental lemmas, and the partition of the search space in neighborhoods to state

differences between local and global optimum.

We also introduce two novel genetic operators (mutation and crossover) perform-

ing an agglomerative and divisive strategy to build the child dendrograms. In order to

carry out in-depth search to improve the solutions given by our method, a novel evolu-

tionary strategy of local search has been built. Another important result found from

our experiments is that a genetic algorithm is not enough to deal with the problem of

finding an optimum dendrogram in the search space. Hence, we have introduced several

constraints and heuristics to make our problem tractable. All these contributions will

allow our method finding better solutions than other ones.
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Figure 6.1: A dendrogram structure through sets (on the left side), representing each
clustering of the hierarchy. The right side shows the associated dendrogram graph.

Finally, this chapter goes further than only defining an algorithm, such as in

other researches. The idea consists of creating an evolutionary model where a set

of parameters can be pre-fitted based on some criterium, so that we obtain a concrete

clustering method able to adapt to the analyzed problem, but varying those parameters

possibly, we will achieve a different method. Such an approach is possible through

evolutionary computation.

6.1.1 Individuals and Encoding

The individuals (chromosomes) represent dendrograms on a given data set, encoded as

an ordered set of clusterings, where each clustering is a ordered set of clusters. Every

clustering of the dendrogram has an order number called level. Figure 6.1 shows a

dendrogram on a data set with five elements, {x1, x2, x3, x4, x5}. This hierarchical clus-
tering is built in an agglomerative way and each level is represented by its corresponding

number. That is, an individual is a dendrogram which consists of a collection of clus-

terings, where each clustering is a partition of the universe of objects to be clustered

(a list of lists with subsets of the universe).

At first, each dendrogram of the initial population is built up from the first level

to the higher level by joining two clusters randomly chosen in the current level to create

the next one.

6.1.2 Length of an Individual

The dendrogram length is defined as its number of levels (clusterings). If the size of

a data set is n, then the dendrogram length is n − 2, assuming that the first and the
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last level are not included. But in the best case, until the half of the dendrogram

levels, there will be unitary clusters (one-element clusters) and that does not have

practical meaning, hence, those levels can be removed. Following this reasoning, two

or three-element clusters might not be also of interest and thus, a δ parameter can be

introduced in order to remove the part of a dendrogram that does not give information

from the user point of view. In other words, δ is the proportion of levels (a fraction,

in mathematical terms) in a dendrogram that we want to remove from the first level,

because it is assumed as noise (or non-valuable information). Therefore, the length of

a dendrogram is defined as follows:

Definition 6.1. Dendrogram length.

Let Pn be a data set of size n and let G be a dendrogram on Pn, then the length of G

is the clustering number of it and is defined as:

|G| = n− 2− ⌊δ · n⌋, (6.1.1)

where δ is the level proportion of G that is removed, assuming 1/2 ≤ δ < 1.

The reduction of the dendrogram length according to a user criterium of infor-

mation validity is an efficient way of reducing both time and space in the execution

of any hierarchical clustering method. In fact, there have been several works, such as

those of [110, 115, 128, 211], on the estimation of the optimal number of clusters in a

hierarchical clustering. Based on those, one can build dendrograms from the optimum

number of clusters for the purpose of keeping a minimal number of levels. Nevertheless,

this issue is not being considered in this research.

Based on Definition 6.1 we can give a proposition that relates the number of

clusters that the level of a dendrogram has to the number of such a level (the level

position within the dendrogram). The usefulness of this proposition will be seen later

in Chapter 8.

Proposition 6.1. The number of clusters in a level.

Let level be the number of a level in dendrogram G on Pn, and denote by k, the number

of clusters in level level in G. Then, the following formula holds:

k = |G| − level + 2. (6.1.2)
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Proof: The proof of this proposition is easily reached by mathematical induction on

the levels (level) of G. That is, starting with the last level by assigning level = |G| =⇒
k = 2, repeating this process but decreasing level by one, the formula is proven. �

6.1.3 Fitness Function

In every genetic algorithm it is necessary to measure the goodness of candidate solu-

tions. In this problem, the fitness of a dendrogram must be evaluated. In order to

archive this, one of the given cluster definitions given in [8] has been considered, that

is, the objects inside a cluster are very similar, whereas the objects located in distinct

clusters are very different. Thereby, the fitness function is defined according to the con-

cepts of homogeneity and separation introduced in [137]. We begin by defining cluster

homogeneity and afterwards go on to define more complex structures until reaching the

dendrogram structure.

Definition 6.2. Cluster homogeneity.

If D = [d(i, j)] is the proximity matrix on the Pn data set, being d a metric defined on

this data set, C a clustering of objects on Pn, C a cluster in C and m = |C|, then the

homogeneity of C is:

h(C) =
2

m · (m− 1)

m·(m−1)/2
∑

i 6=j

d(i, j), (∀i, j ∈ C). (6.1.3)

Definition 6.3. Clustering homogeneity.

Let C be a clustering of Pn, being k = |C|, then the homogeneity of C (H(C)) is:

k · H(C) =
k
∑

i=1

h(Ci) = H∗(C), (6.1.4)

H∗ is called absolute homogeneity.

Definition 6.4. Distance between two clusters.

Let C be a clustering of Pn, let C1 and C2 be two clusters of C, then the distance dm

between these clusters is defined as:

dm(C1, C2) = min{d(i, j)/i ∈ C1, j ∈ C2}. (6.1.5)
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Definition 6.5. Clustering separation.

Let C be a clustering of Pn, let Ci and Cj be two different clusters of C, k = |C|, then
the C separation (S(C)) is:

k · (k − 1)

2
· S(C) =

k·(k−1)/2
∑

i 6=j

dm(Ci, Cj) = S∗(C), (∀i, j ∈ [1, k]), (6.1.6)

S∗ is called absolute separation.

Since the definition of homogeneity and separation have been given, we can

introduce the fitness functions of both a clustering and a dendrogram, that is:

Definition 6.6. Clustering fitness function.

Let C andD be a clustering of objects inPn and the proximity matrix ofPn respectively,

then the fitness function of C is defined as:

fc(C) =
1

k

[

2 · S∗(C)
k − 1

−H∗(C)
]

+maxD. (6.1.7)

A fitness function should be positive by definition, thus, the term maxD in the

above sum avoids negative values of fc.

Definition 6.7. Dendrogram fitness function.

If G is a dendrogram on Pn and Ci a clustering of level i in G, then the fitness function

of G is:

fd(G) =
1

|G|

|G|
∑

i=1

fc(Ci), (6.1.8)

where |G| is the length of G according to Definition 6.1.

Once defined the fitness function for the individuals, our goal is to maximize fd
by obtaining small values of H∗ and large values of S∗ for the clusterings of G.

Based on the above definition, we can now build an agglomerative coefficient

(ac), which is used to estimate the cutoff level of a dendrogram whose corresponding

clustering maximizes fitness function fc.
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Definition 6.8. Agglomerative coefficient.

Let G and Ci be a dendrogram on Pn and a clustering of G, respectively. The agglom-

erative coefficient of G is defined as:

ac(G) = argi∈[1,|G|]max fc(Ci). (6.1.9)

This ac coefficient is an alternative to the agglomerative and divisive ones defined

in [10], facing problems of reaching large values when the data set grows. Furthermore,

it could be used as an estimate of the optimum number of clusters in a data set.

Homogeneity of Unitary Clusters

Unitary clusters may not have practical meaning or they could be outliers or noise in

the data set. Although the inclusion of the δ parameter in Definition 6.1 is understood

to remove the unitary clusters of a dendrogram, these clusters can arise again as a result

of the evolutionary process. Thus, since the homogeneity of unitary clusters cannot be

assessed by Definition 6.2, it is necessary to define a homogeneity function for these

clusters. Then, the homogeneity of a unitary cluster is performed by the inclusion of a

new parameter α, which varies from 0% to 100% and acts as a penalization factor of

unitary clusters. A homogeneity valor p(α) is assigned to α, where p is a penalization

linear function whose values vary from minD to maxD depending of the penalization

factor (p : [0, 100]−−−−→
linear

[minD,maxD]).

The penalization function is globally defined for all unitary clusters and checks

the existence of unitary clusters in the whole dendrogram, restricting the existence of

them. If the unitary clusters are discriminated using a large value of α in the execution

of the algorithm, even though a unitary cluster still remains in a dendrogram of good

fitness, then that cluster might be either an outlier or noise. Thereby, one could exclude

the unitary clusters from cluster analysis and to repeat the process.

Finally, the homogeneity of a cluster C given in Definition 6.2, can be redefined

as:

h′(C) =







p(α), if |C| = 1;

h(C), otherwise.
(6.1.10)
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6.1.4 Improving the Fitness Function Cost

Due to the computation complexity of the fitness function given in Definition 6.7, the

need of decreasing its computation time has arisen. In the experiments on some data

sets, the runtime of the fitness function turned out to be too long. From the theoretical

point of view, the above is verified in the following proposition:

Proposition 6.2. Algorithmic complexity of fc.

Let C = {C1, C2, . . . , Ck} be a clustering of a dendrogram G on Pn and let fc be

the fitness function defined in (6.6), then the order of fc(C) is O(k2m2), where m =

max{|Ci|, i ∈ [1, k]}.

Proof: We need only prove that H(C) is O(km2) and S(C) is O(k2m2). That is, H∗(C)
depends of h(Ci) (see Definitions 6.2 and 6.3) which computes m2 steps, but h is applied

to each cluster of C. Hence, H∗(C) is O(km2). On the other hand, S∗(C) depends of

dm(Ci, Cj) (see Definitions 6.4 and 6.5) which computes m2 steps, but it is run k(k−2)
2

times and so, S∗(C) is O(k2m2). Thus, O(fc) = max{O(km2), O(k2m2)} = O(k2m2).

�

The fitness function defined in (6.7), can be transformed in an equivalent but

more efficient fitness function since only two clusters in a determined level will not be

passing to the next level in a dendrogram. This is shown in the following lemmas:

Lemma 1. Recurrent homogeneity.

Let Ci be a clustering of level i of a dendrogram G; Cj and Cl, the two clusters in

Ci such that its join forms a new clustering Ci+1 of next level i + 1 in G. Then, the

homogeneity of Ci+1 (H1(Ci+1)) is computed in the following expression:

For i = 1, that is, for the first clustering, H1(C1) := H(C1).

For i > 1,

H∗1(Ci+1) = (k − 1) · H1(Ci+1) = k · H1(Ci)− h′(Cj)− h′(Cl) +
1

λ3
[λ1 · h′(Cj)+

+λ2 · h′(Cl) + l1 · l2 · dp(Cj , Cl)],

(6.1.11)
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where k = |Ci|, l1 = |Cj |, l2 = |Cl|, λ1 =

(

l1
2

)

, λ2 =

(

l2
2

)

, λ3 =

(

l1 + l2
2

)

, dp is

the mean distance between objects of clusters Cj and Cl, H∗1 is the recurrent absolute

homogeneity.

Proof: We need to prove that for all t ∈ [1, |G|], the equality H1(Ct) = H(Ct) holds.

We will do this by mathematical induction on levels t of the dendrogram G:

• for t = 1, the equality is true by definition of the lemma itself;

• let us suppose that the equality holds for t = 2, 3, . . . , i, being i < |G|, that is,

H1(Ct) = H(Ct);

• let us prove that the equality holds for t = i+1. From Definition 6.3 and equality

(6.1.10), one has that:

H(Ci+1) =
1

k − 1

k−1
∑

z=1

h′(Cz), (6.1.12)

taking the last term out of the sum, we obtain:

(k − 1) · H(Ci+1) =

k−2
∑

z=1

h′(Cz) + h′(Ck−1), (6.1.13)

without losing generality, we can assume that Ck−1 = Cj ∪ Cl and obtain:

λ3 · h′(Cj ∪ Cl) = λ1 · h′(Cj) + λ2 · h′(Cl) + l1 · l2 · dp(Cj , Cl), (6.1.14)

on the other hand, we have that:

k−2
∑

z=1

h′(Cz) + h′(Cj) + h′(Cl) = k · H(Ci), (6.1.15)

replacing the expressions (6.1.14) and (6.1.15) in (6.1.13), the equality is proven

for t = i+ 1, hence it is true for all t ∈ [1, |G|]. �

Lemma 2. Recurrent separation.

Keeping the same conditions as in the previous lemma, one can obtain the recurrent

separation of a clustering Ci+1 (S1(Ci+1)):
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For i = 1,S1(C1) := S(C1).

For i > 1, we have that,

S∗1(Ci+1) = (g − k + 1) · S1(Ci+1) = g · S1(Ci)− dm(Cj, Cl)−
∑k−2

t6=j∧t6=l[dm(Cj, Ct) +

+ dm(Cl, Ct)−min{dm(Cj , Ct), dm(Cl, Ct)}],
(6.1.16)

where k = |Ci|, g =

(

k

2

)

, being g the number of distances among the clusters of Ci+1,

S∗1 is the recurrent absolute separation.

The proof of this lemma is similar to that of Lemma 1.

Definition 6.9. Clustering recurrent fitness.

The fitness function of a clustering Ci+1 of G, according to H∗1 and S∗1 , is defined as:

gc(Ci+1) =
S∗1(Ci+1)

g − k + 1
− H

∗
1(Ci+1)

k − 1
+ maxD, (6.1.17)

known H(Ci) and S(Ci). S
∗
1(Ci+1) and H∗1(Ci+1) are computed from the formulas given

in Lemmas 2 and 1 respectively.

Definition 6.10. Dendrogram recurrent fitness.

The fitness function of a dendrogram G, being Ci a clustering of it is:

gd(G) =
1

|G| − 1

|G|−1
∑

i=1

gc(Ci). (6.1.18)

The goal of EMHC is maximizing gd to achieve dendrograms of high quality by

means of the genetic operators. Once defined the recurrences, one can verify that the

cost of the fitness function defined in (6.3.8) is less than the cost of the fitness function

defined in (6.1.7). This is shown in the following proposition:

Proposition 6.3. Algorithmic complexity of gc.

Let Ci,Ci+1 be two clusterings (levels i and i+ 1) of a dendrogram G on Pn, k = |Ci|
and m = max{|Cj |, j ∈ [1, k]}, then the temporal complexity of gc(Ci+1) is O(km2).
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Proof: We need only prove that H∗1(Ci+1) is O(m2) and S∗1(Ci+1) is O(km2). That

is, the function with more complexity in the expression of H∗1 in Lemma 1 is dp,

which computes in O(m2). On the other hand, the function with more complexity

in the expression of S∗1(Ci+1) in Lemma 2 is dm(Cj , Ct) (or dm(Cl, Ct)), which com-

putes in O(m2), but it is run k − 2 times, implying that S∗1(Ci+1) is O(km2). Finally,

O(gc) = max{O(m2), O(km2)} = O(km2). �

Therefore, the computations with fitness function gd are more efficient than fd.

Moreover, we experimentally observe that the runtime of fd was decreased by a factor

5 of 1/5 using gd. On the other hand, although gd is more efficient, fd is still important,

because it is an independent function of the inter-cluster distance type, which is used

for assessing H∗ and S∗. This does not stand for gd that uses H∗1 and S∗1 .

6.1.5 Mutation Operator

Our first mutation operator (FMO) is a unitary alteration operator which only affects

a single individual. It only transforms a part of a dendrogram, exploring different

branches and returning a new dendrogram in order to replace the previous one. Overall,

the FMO carries out an in-depth search. The mutation of a dendrogram is performed

according to the following steps:

1. Consider two parameters τ and ǫ for each dendrogram G where:

• τ is the choosing percentage of cluster pairs in level i to build the following

level i+ 1;

• ǫ is a small value that represents the similarity between two clusters accord-

ing to the homogeneity measure.

2. A random number i ∈ [1, |G| − 1] is generated to choose the level where the

mutation of G is carried out.

3. For the clustering of level i of the previous step, one of the following conditions

is chosen:

• the most homogeneous join of cluster pairs of τ% of random cluster pairs is

chosen;
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• choose a new cluster pair whose homogeneity difference with the cluster pair

chosen in the above condition be less than or equal to ǫ.

4. The cluster pair chosen in the previous step is joined in order to form a new

cluster so that the clustering of the next level i+ 1 is built.

5. Steps 3 and 4 are repeated on level i+ 1, until it reaches the last level.

Note that only a part of dendrogram G is modified, the another part is kept

unchangeable. On the other hand, the search for the best cluster pair in a level of G

is controlled by τ and the search for the cluster pairs similar to the best cluster pair is

controlled by ǫ, which guarantees good clusters for the next levels.

The possibility, step 3, of choosing two new clusters to be merged in step 4 of

the mutation operator algorithm is similar as exchanging two branches of a tree in

genetic programming [28, 29, 42, 150, 162], since a dendrogram can be considered as a

tree, Figure 6.1.

Figure 6.2-(A) summarizes, through a hypothetical example, the steps previously

given by the FMO. As shown, the dendrograms have been built on data set {a, b, c, d, e}.
Dendrogram #1 shows (in red color) the clusters selected to be joined in order to

build the next upper level. In this case, level 3 is selected to carry out the mutation

process and create Dendrogram #2. Then, Dendrogram #2 is created from level 3 in

Dendrogram #1 by making a different selection of clusters on this level (clusters in red

color, Dendrogram #2). The process is repeated on the new level (in this case, level 4)

until reaching the last level. As shown in Dendrogram #2, it has been modified only

levels from 3 to 5 in Dendrogram #1. Note that Figure 6.2-(B) shows the same process

as in Figure 6.2-(A) but in form of dendrogram graphs.

A very important concept associated with the FMO is the neighborhood concept,

[17, 90, 118, 135]. In the dendrogram search space from a data set, there potentially is

a great number of global optima, but there are many more locally optimum solutions.

Thereby, considering the neighborhood of a solution allows us a systematic approach

for the distinction between local and global optima.

Definition 6.11. Neighborhood of a dendrogram.

Let G and G′ be two dendrograms on Pn, let C1 be a clustering of the first level of

the G and let C′1 be a clustering of the first level of G′, then the neighborhood of G is

Evolutionary Framework for DNA Microarray Cluster Analysis



6. An Evolutionary Model for Hierarchical Cluster Analysis 97

Figure 6.2: A hypothetical example summarizing the running of the mutation operator
defined for the EMHC method. (A) shows the mutation process from the internal
structure of the dendrograms whereas (B) shows the same, but from the graph of the
dendrograms.

defined as:

V (G) = {G′ |C1 = C′1}, (6.1.19)

that is, the set of all dendrograms G′ whose clusters in the first level match the ones

in the first level of G.

Since the FMO does not modify the first level of a dendrogram, neighborhoods

can be built from the individuals whose first level clusterings share the same clusters

(any other transformation that modifies the first level yields a different neighborhood).

Based on the above definition one can introduce the size of a neighborhood, namely

the number of dendrograms belonging to a neighborhood.
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Proposition 6.4. Size of the neighborhood of a dendrogram.

Let G be a dendrogram on Pn whose first level has k = |G|+ 1 clusters, then the size

of the neighborhood of G is:

|V (G)| = k(k − 1)!2

2k−1
. (6.1.20)

Proof:

(

k

2

)

different cluster pairs can only be chosen from the first level of G so that

level 2 can be built. Repeating this process on level 2 and following this idea until

reaching the last level, one obtains the expression below:

|V (G)| =
k−2
∏

i=0

(

k − i

2

)

=
1

2k−1

k−2
∏

i=0

(k − i)(k − i− 1), (6.1.21)

and the expected result is obtained by expanding the right side of the equality. �

The precedent proposition is an important result according to which heuristics

can be added to the search process and moreover, the values of the mutation and

crossover probability, as well as τ and ǫ parameters can be assigned according to the

size of the neighborhood. Alternatively, the dendrograms generated by applying the

FMO form a neighborhood where each dendrogram depends on the first level of the

transformed dendrogram. Therefore, the result returned by the FMO can lead us to the

best dendrogram in a neighborhood; in other words, it converges to a local optimum

on the search space. This way, arises the need of using a recombination operator

that performs between neighborhoods rather than within them as shown in the next

subsection.

To conclude, an optional second mutation operator (SMO) can be defined, so

that it could be used in a local search strategy or in combination with the FMO. The

SMO on a dendrogram G is built as follows:

1. Choosing a random level i ∈ [1, |G| − 1].

2. Choosing two random cluster positions (s, t) in the clustering of level i.

3. Choosing an element sα in cluster s and an element tβ in cluster t randomly.

Evolutionary Framework for DNA Microarray Cluster Analysis



6. An Evolutionary Model for Hierarchical Cluster Analysis 99

4. Exchanging elements sα and tβ of clusters s and t in level i, respectively.

5. Spreading the modification of the above step to clusters of the remaining levels

different of level i for which sα and tβ belong.

6.1.6 Crossover Operator

The crossover operator (CO) recombines valuable information of two or more individu-

als in order to build new individuals, which inhere the genetic code of their ancestors.

The CO carries out a wide search in the dendrogram space. The crossover is based on

the idea in [109] and [108], and performs on two father dendrograms to obtain a child

dendrogram, that is:

1. Given two dendrograms G1 and G2 (parents), a random number i in [1, |G1|] is
generated to choose the level where one can carry out the crossover between both

dendrograms.

2. Through a strategy of greedy algorithm (looking up [19, 97, 247]), the best ⌊k/2⌋
clusters (the most homogenous clusters of each dendrogram) of level i in each

dendrogram of the above step are chosen, being k the number of clusters in level

i. A new clustering is formed by repairing the chosen clusters to avoid repeated

object data [46,109].

3. As soon as the new clustering for level i is built, one can build up the new

dendrogram:

• levels higher than level i are built using the FMO;

• levels lower than level i are built in a divisive way, that is, for each level

less than i, the less homogenous cluster is chosen to be split into two. This

process is repeated until reaching the first level of the dendrogram.

4. The parent of less fitness value is replaced by the child dendrogram of step 3 by

the replacement stage of EMHC.

Figure 6.3-(A) summarizes, through a hypothetical example, the steps of the CO.

As shown, the used data set is {a, b, c, d, e, f, g}. From two hypothetical dendrograms
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(the parents) on this data set, a level is randomly selected (level 4 for this example) and

the two clusterings (i and ii) of this level in both dendrograms are taken out as shown

in this figure (Step #1). The most homogenous clusters (represented in green color,

clustering i and ii) are selected for each clustering in order to create an intermediate

clustering, which has repeated and missing object data (Step #2). Thus, this clustering

is repaired to obtain a new clustering being the seed of the child dendrogram. With the

seed clustering, the child dendrogram is built (Step #3) by applying the MO to form

the upper levels to level 4 (starting by joining clusters (f) and (b) from the seed level).

The lower levels to level 4 of the child dendrogram are formed by applying a divisive

strategy (starting by splitting cluster (d, e, g) into clusters (d, e) and (g) from the seed

level). Note that in Figure 6.3-(B) has shown both parent-dendrograms and the result

of the crossover (child-dendrogram) in form of dendrogram graphs.

This CO has an important characteristic, namely, the new individual built from

the parents does not belong to the neighborhoods of its parents, meaning that this

operator explores regions in the search space where the FMO is not able to explore.

Hence, the CO is also responsible for the diversity of the individuals in each generation

of the GA. Based on this idea the following proposition is introduced:

Proposition 6.5. Minimal number of individuals.

If U is the universe set of all the dendrograms (the search space) on Pn (a data set),

then U can be generated with a population of at least two dendrograms according to

the defined genetic operators.

Proof: It is directly proven from the definitions of the mutation and crossover op-

erators. That is, with one individual, it can only use the mutation operator (FMO),

which performs only within the neighborhood of the initial individual. Thus, it can

not cover the whole U. Hence, we need two individuals (as a minimum) to use the

crossover operator (CO), which performs inter-neighborhoods, generating individuals

in new neighborhoods to cover the whole U. �

The previous proposition assures that two individuals are needed as a minimum

to cover the whole U. This is not true in the case of a unique individual, the FMO

or other problems that deal with GAs. Theoretically, the above states that if the GA
genetic algorithm with the genetic operators defined previously is considered as a black

box including both t generations and two individuals G1,G2; then:
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Figure 6.3: A hypothetical example summarizing the running of the crossover operator
defined for the EMHC method. (A) shows the crossover process from the internal
structure of the dendrograms whereas (B) shows the same, but from the graph of the
dendrograms.
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lim
t→∞

GA(t, {G1,G2}) = G, (6.1.22)

where G is a dendrogram which is a global optimum in U.

In addition, it is possible to define an equivalence relation (a reflexive, symmet-

rical and transitive relation) on U from Definition 6.11, namely, considering the binary

relation “to be in the neighborhood of”. Therefore, U is partitioned by this relation into

disjoint neighborhoods. In other words, the neighborhoods do not intersect each other

and every individual in a population determines one and only one region of U. This

explanation supports Proposition 6.5 and expression (6.3.2).

Going back to the CO, it can optionally be improved by introducing an strategy

performing on the clustering returned in step 2 of the CO. That is, the information

that could be lost in the clustering reconstruction process in step 2 of the CO can

be retrieved using an evolutionary search strategy. First, we define two operators to

modify a clustering:

• ALT1 operator: given a clustering, it exchanges two elements between two clus-

ters. Both clusters and elements are chosen randomly.

• ALT2 operator: given a clustering, it moves one element from a cluster to another

cluster. Both clusters and the element are chosen randomly.

The evolutionary strategy to improve the clustering returned by step 2 of the

CO can be defined as follows:

6.1.7 EvolCluster Algorithm

Input: C, a clustering. OP, a operator performing on C, which can be ALT1 or

ALT2. MaxGeneration, the number of iterations. EvalFitness evaluates the fitness of

a clustering C.

Output: C, improved.

1. % Computing the fitness of C.

2. f := EvalFitness(C); t := 0;
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3. while t <= MaxGeneration do

4. t := t+ 1;

5. % Applying an alteration.

6. C′ := OP(C);

7. % Evaluating the new clustering.

8. f ′ := EvalFitness(C′);

9. % Updating of the improved clustering.

10. if f ′ > f then

11. f := f ′;C := C′

12. endif

13. endwhile

14. end.

Finally, note that the SMO can be classified as a genetic operator intermediate

between the FMO and the CO, because it carries out an alteration whose output

individual fall within a distinct neighborhood of the altered individual. In other words,

the output individual is in a neighborhood close to the one of the altered individual,

much closer than an output individual generated by the CO.

6.2 Execution Strategy of EMHC

The execution steps of the EMHC method are the same steps as the general scheme of

a genetic algorithm (GA), which is listed in [25, 105, 118], but in our case, an elitism

for each generation, the roulette wheel selection method and immediate replacement of

individuals were included in the evolutionary process.

In order to obtain better performance in the behavior of EMHC, the power of

the GA and the speed of a local optimizer were merged. This goal was fulfilled based

on one of the strategies proposed in [118], that is:

• Running a GA until it slows down, then letting a local optimizer take over the

last generation (and/or best individual) of the GA. Hopefully, the GA is very
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close to the global optimal.

The GA execution in its early stage guides the individuals of each generation

toward the neighborhood of some global optimum. In the second stage, the local

optimization strategy is liable for searching a global optimum. There are many local

optimization strategies ( [17, 118]) but here, a hybrid evolutionary search process has

been introduced according to the mutation operator. The following search strategy is

proposed:

6.2.1 LocalSearch Algorithm

Evolutionary strategy to improve the output of EMHC.

Input: POP, the population composed of the individuals of the last generation of

EMHC. MaxGeneration, the number of iterations. MO, a mutation operator. EvalFit-

ness, fitness function of a dendrogram.

Output: POP, as a result of improvement of the input.

1. i ∈ [1, |POP |];
2. % Computing the fitness of each individual.

3. for all p.i in POP do

4. f.i := EvalFitness(p.i);

5. endfor

6. t := 0;

7. while t <= MaxGeneration do

8. t := t+ 1;

9. for all p.i in POP do

10. % Applying mutation.

11. newp := MO(p.i);

12. % Evaluating the new individual.

13. newf := EvalFitness(newp);
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14. % Updating of the improved individual.

15. if newf > f.i then

16. p.i := newp; f.i := newf

17. endif

18. endfor

19. endwhile

20. end.

Note that this strategy can be used not only to improve a population but also to

improve an individual. Moreover, we can use mutation operators and fitness functions

different of the defined.

6.3 Adding a New Objective to the Fitness Function

The fitness function introduced by Definition 6.9 depends of two objectives, homogene-

ity and separation, but this function does not check the distribution of data in the

clusters of the given clustering. This aspect could be important in cluster analysis for

determined problems. In the particular case of our approach, which is based on an ag-

glomerative and a divisive strategy to build dendrograms, allowing it to find good small

and large clusters at a time. On one hand, the above is a good result because EMHC

finds solutions that can not be reached by other methods and in addition, data in small

clusters might be outliers or noise. On the other hand, the data number distributed in

each cluster of a clustering may be very different. In order to reduce large differences in

the size of the clusters of a clustering, an optional objective can be defined as follows:

Definition 6.12. Clustering deviation with respect to a t̂ parameter.

Let C = {C1, C2, · · · , Ck} be a clustering of Pn, M = {m1 = |C1|,m2 = |C2|, · · · ,mk =

|Ck|}. The deviation of the size of the clusters in C with respect to a t̂ parameter (called

clustering deviation with respect to t̂) is:

σ2(C) =
1

k

k
∑

i=1

(

mi − t̂
)2

, t̂ = ⌊n/k⌋, i ∈ [1, k]. (6.3.1)
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This clustering deviation is used to penalize clusterings whose clusters are very

different in size, that is, clusterings with small and large clusters. Thus, it can be

included in fitness function (6.3.8) by transforming the minimum problem of (6.3.1) to

a maximum one. To do that, we need a higher bound of σ and so the following theorem

exposes that σ(C) is bounded:

Theorem 6.1. σ is a bounded function.

If C = {C1, C2, · · · , Ck} is a clustering of Pn, σ the clustering deviation defined on C

in (6.3.1), then σ(C) is bounded and satisfies that:

0 ≤ σ(C) < β(k) =

√

(k − 1)t̂2 + (n− t̂)2

k
. (6.3.2)

Proof:

• It is easy to see that 0 ≤ σ(C) holds;

• We now prove the right side of the inequation, namely σ(C) < β(k):

k
∑

i=1

(

mi − t̂
)2

< (k − 1)t̂2 + (n− t̂)2, (6.3.3)

k
∑

i=1

(

mi − t̂
)2

< (k − 1)t̂2 +

(

k
∑

i=1

mi − t̂

)2

, (6.3.4)

k
∑

i=1

m2
i −

�
�
�
��

2t̂
k
∑

i=1

mi + kt̂2 < (k − 1)t̂2 +

(

k
∑

i=1

mi

)2

−
�
�
�
��

2t̂
k
∑

i=1

mi + t̂2 (6.3.5)

and finally
k
∑

i=1

m2
i <

(

k
∑

i=1

mi

)2

holds.2 (6.3.6)

At this point, difference β(k) − σ(C) can be added as a new objective of the

fitness function in (6.3.8). On the other hand, based on the proof of theorem 6.1, we

can prove that the order of σ(C) is O(m2), where m = maxM. However, this order

can be improved for the clusterings of a dendrogram focused on the reasoning given in

the proof of Lemma 1:
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Lemma 3. Clustering recurrent deviation.

Let Ci be the clustering of level i and let Ci+1 be the clustering of level i+ 1, both in

a dendrogram G of Pn; Cj and Cl, two clusters of level i such that its join forms the

new clustering Ci+1 of level i + 1, then the recurrent deviation of Ci+1 (σ1(Ci+1)) is

computed as:

if i = 1, σ1(C1) := σ(C1) and for i > 1,

σ2
∗(Ci+1) = (k − 1) · σ2

1(Ci+1) = k · σ2
1(Ci) + (mj +ml)

2 + 2 · n · (t̂i − t̂i+1) +

+ t̂2i+1 · (k − 1)−m2
j −m2

l − k · t̂2i ,
(6.3.7)

where k = |Ci|,mj = |Cj |,ml = |Cl|, t̂i = ⌊n/k⌋, t̂i+1 = ⌊n/(k − 1)⌋, σ∗ is called

recurrent absolute deviation of Ci+1.

Note σ1(Ci+1) = σ(Ci+1), but σ1 is more efficient in runtime, in fact, it is not

difficult to prove that σ1 is O(m), where m = maxMi+1. To conclude, the new fitness

function from Definition 6.9 is defined as:

Definition 6.13. Clustering fitness with recurrent deviation.

The fitness function of a clustering Ci+1 of G, according to H∗1, S∗1 and σ∗ is defined as:

frd(Ci+1) =
S∗1(Ci+1)

g − k + 1
− H

∗
1(Ci+1)

k − 1
+

[

β(k − 1)− σ∗(Ci+1)√
k − 1

]

+maxD, (6.3.8)

known H(Ci), S(Ci) and σ1(Ci). S∗1(Ci+1), H∗1(Ci+1) and σ∗(Ci+1) are computed from

the formulas given in Lemmas 2, 1 and 3 respectively.

Definition 6.14. Dendrogram fitness with recurrent deviation.

The fitness with recurrent deviation of a dendrogram G, being Ci a clustering in it is:

grd(G) =
1

|G| − 1

|G|−1
∑

i=1

frd(Ci). (6.3.9)
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6.4 Implementing EMHC

EMHC was implemented and tested under the R language (R Development Core

Team [16], using the packages in [56, 176]), which is a free distribution project pro-

viding an environment for statistical computation that couples graphic tools. R offers

a wide variety of statistical techniques, namely, linear and nonlinear modeling, statisti-

cal tests, time series analysis, classification and clustering among others. Hence, R as

a programming language be highly desirable for data and cluster analysis.

R project is the result of contributions of many collaborators from around the

world, for which, trough of including computational packages make R a powerful system

of data analysis. Of particular interest are the contributions of the bioconductor project,

which is a compendium of packages on R aimed at the tool development for Bioinformat-

ics research. Bioconductor is specifically designed for the analysis and understanding

of genomic data as DNA microarray data.

Finally, EMHC is distributed in the R package format (the package is called

clustergas) to be installed in the system. In addition to the EMHC method, this

package includes a set of utilitarian functions divided into genetic operators, fitness

functions, cluster validity measures and data treatment functions, among others. The

package and its reference manual are freely available (under R-Project licence) at http:

//cran.r-project.org/web/packages/clustergas.
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Chapter 7

Theory of the Visual Framework

T
his chapter presents the theory of the visual analytics framework to be used in

cluster analysis from gene expression data. In addition, this approach provides

a novel method of finding cluster boundaries based on the theory of metric

spaces. The tool built as a result of this approach links a set of visualizations able to

interact with parallel coordinates, cluster boundary points on a 3D scatter plot (using

dimensionality reduction, Appendix B) and DNA microarray visualizations. Thus, it

is also a visual alternative with respect to cluster validity measures currently used.

Besides that, the method of computing cluster boundary is also used to estimate the

shape that a cluster has on a 3D-space, and represent reference partitions (on a 3D-

space) coming from the problem domain. Therefore, visual data exploration has been

introduced for aggregating, summarizing and visualizing information generated during

interactive cluster analysis from DNA microarray data [8–11]. Based on the above,

we have developed a prototype tool called 3D-VisualCluster (3D-VC), which has been

presented at the end of this chapter.

7.1 Boundary Points: Background

Boundary points are data points that are located at the margin of densely distributed

data, and are very useful in data mining applications since they represent a subset of

the population that possibly belongs to two or more classes [250]. Awareness of these
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points is also useful in classification tasks, since they can potentially be misclassified [9].

Cluster boundary reconstruction is of great importance in DNA microarray data

analysis, since:

• The boundary genes of a cluster may be representative of the class that this

cluster determines, and so interior genes can be discriminated by the boundary

genes [137];

• The above approach may disclose additional knowledge about the functions of

many genes and raises hypotheses regarding mechanisms in the transcriptional

regulatory network [66];

• Surface reconstruction bounded by boundary gene-points produces shapes and

structures that may be meaningful in the context of gene expression data cluster

analysis (pattern recognition), that otherwise would not have been possible [21,82].

According to [156,250], a boundary point p is an object that meets the following

conditions:

a) It is within a dense region R;

b) There exists a region R′ near p such thatDensity(R′)≫Density(R) orDensity(R′)

≪ Density(R), where the density of a region (Density(R)) measures the relative

number of points it contains with respect to its size.

Based on these conditions, in [250] was developed a method that uses the tech-

nique of reverse k nearest neighbor (RkNN) [154]. Using RkNN on a data set requires

the execution of a query for each point in the data set. Thus, this is an expensive task

with complexity O(n3), where n is the size of the data set [236]. On one hand, this

is a complex method that is applied to a whole data set rather than of a cluster. On

the other hand, although this method performs well, it is intended to separate dense

regions from less dense ones, and therefore implicitly performs a clustering task.

Our method of boundary points is oriented to perform on clusters, and thus

the goals differs from those of the previous strategy. That is, both strategies are not

comparable since our method assumes that the data has previously been grouped into

clusters. Furthermore, our method is based on the boundary definition in terms of
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theoretical notions from metric spaces (see Appendix C). This way, boundary points

focus on the set of points at the closure of a cluster that do not belong to the interior of

the cluster, as will be shown later. Finally, our method runs in O(k2) time, where k is

the size of the cluster, which makes it less complex and more suitable for an interactive

framework.

7.2 Metric-based Cluster Boundaries and Surfaces

To support the visual framework, we first have developed an approach of analysis

from DNA microarray data focused on metric spaces, which allowed us introducing an

algorithm of finding cluster boundary gene-points. Based on boundary gene-points, it

is possible to build the approximated surface of clusters as well as represent a reference

partition in the space.

These new visualizations are combined with other DNA microarray visualizations,

such as: heat maps, dendrograms, parallel coordinates, that our framework provides

through linked views. This way, the visual analytics process is reached. On the other

hand, as our prototype is linked to the R language [16], the results reached by clus-

tering methods implemented on R can be displayed by the 3D-VC tool. Since R is

a programming language widely used in Bioinformatics, almost all clustering methods

are developed on R through software packages.

To carry out all the above, we start by considering the cluster problem as finding

connected regions in a multi-dimensional space containing a relatively high density of

points, separated from other such regions by a region containing a low density of points

[8], and assuming that the objects to be clustered are represented as points in the space

Rd.

Since Rd with a defined metric (usually the Euclidean distance) is a metric space

[159, 221], it can also be assumed the gene expression matrix of a DNA microarray

as a subspace of Rd. Starting from these concepts, some important definitions and

conditions are given before we present an algorithm which computes the boundary

points of a given cluster. This algorithm also improves the runtime of the cluster surface

reconstruction algorithm implemented by the proposed visual framework, 3D-VC.
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7.2.1 Boundary Points of a Cluster

We assume that the gene expression matrix is a bounded metric space as stated in

proposition D.1 of the Theoretical Results (Appendix D). This allows the domain in

which we will work to be defined. Next, the cluster problem is accordingly defined on

the bounded metric space. Finally, a proposition about whether a cluster is opened

or closed is presented. This proposition is useful for defining the problem of cluster

boundary points.

In what follows, the set Gd
n denotes a bounded subspace of Rd with an induced

metric ρ, where d is the dimension and n is the number of genes. That is, Gd
n with the

metric ρ is a bounded discrete metric space, called the gene metric space. The methods

introduced in this section are based on definitions and proofs given in the sections

entitled Metric Spaces and Theoretical Results (Appendices C and D respectively).

We can now state the cluster problem on Gd
n, which is defined according to

Chapter 3:

Definition 7.1. Cluster problem on Gd
n.

Let Gd
n be a metric space. Then a partition C of Gd

n is a collection of subsets {C1, C2, . . .

, Cm} of Gd
n satisfying:

Ci ∩Cj = ∅,∀i, j ∈ [1,m], i 6= j, and

Gd
n =

m
⋃

i=1

Ci, i ∈ [1,m].

A partition C of Gd
n for which the above definition holds is called a clustering, and the

subsets Ci are called clusters. The cluster problem then consists of finding a suitable

clustering of Gd
n satisfying a similarity criteria between genes in Gd

n, which is represented

in most cases as a distance function ρ.

This clustering definition is very important since different clustering definitions

could yield distinct results for the cluster properties in Gd
n. Note that in our case, a

cluster C of a clustering in a metric space Gd
n is a special type of subset in Gd

n where

no gene of C belongs to a different cluster of C in the same clustering.

From definitions C.8 and C.9 in Appendix C, we can prove that a cluster C of Gd
n

is a closed set (see Proposition D.2 in Appendix D). As a consequence of this result, C
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is not an open set in Gd
n and the frontier of C coincides with its boundary (Definitions

C.7 and C.11, Appendix C). This proposition is very important since if C was an open

cluster, then it makes no sense to think about its boundary points.

Hereinafter, to differentiate clusters in a clustering and clusters in a reference

partition, we will call reference clusters (in shorthand, r-clusters) to the clusters of a

reference partition.

7.2.2 Multidimensional Algorithm to Obtain Cluster Boundaries

The boundary points of a subset in a d-dimensional space are very important in Data

Mining, since analyzing these points can reveal information about the problem being

addressed [137,250]. To compute the boundary of a cluster it is necessary to introduce

the concept of an extreme gene, which is fundamental in searching for cluster boundary

points. An ith extreme gene (or an extreme gene) of a cluster is a gene (regarded as a

vector in Gd
n) whose i

th component is either greater or less than for the remaining genes

in the cluster. The set of all extreme genes of a cluster C is denoted by ExmC (see

Definition D.1 in Appendix D). An important result from the above statement is that

an extreme gene of a cluster belongs to the boundary of such a cluster (as stated in

Proposition D.3 in Appendix D). Note that if C is a cluster of Gd
n then ExmC ⊆ BdC

and Card(ExmC) ≤ 2d, where BdC is the boundary of C and Card is the cardinality

of ExmC.

We now introduce an algorithm called ClusterBoundary to find the boundary

points of a cluster. In contrast with other approaches, our boundary definition focuses

on the concept of a boundary in a metric space, namely the set of points in the closure

of a cluster that do not belong to the interior of the cluster:

7.2.3 ClusterBoundary Algorithm

Input: C, a cluster in Gd
n and ρ the metric defined on Gd

n.

Output: BdC, the boundary of the cluster C

1. BdC = ∅;

2. while C 6= ∅ do
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3. % Module (I) - Find all ith extreme genes in C.

4. % max.exm, min.exm search for the maximal and minimal ith extreme genes

5. % respectively.

6. ExmC = ∅;
7. for all i ∈ [1, d] and C 6= ∅ do
8. ExmC := ExmC

⋃{gi≻ := max.exm(C, i), gi≺ := min.exm(C\{gi≻}, i)};
9. C := C\{gi≻, gi≺};
10. endfor

11. BdC := BdC
⋃

ExmC;

12. % Module (II) - Compute the centroid (middle point) of ExmC.

13. a := centroid(ExmC);

14. % Module (III) - Compute the mid-points between extreme point pairs except

15. % for gi≻ and gj≺ where i = j.

16. Pm := ∅;
18. for all i ∈ [1, d] do

19. Pm := Pm
⋃{middle.point(gi≻, g) | g ∈ ExmC\{gi≻, gi≺}};

20. Pm := Pm
⋃{middle.point(gi≺, g) | g ∈ ExmC\{gi≻, gi≺}};

21. endfor

22. % Module (IV) - Compute the radius of a ball with interior points in C:

23. choose either r := min{ρ(a, p) | p ∈ Pm} or r := mean{ρ(a, p) | p ∈ Pm} or
24. r := max{ρ(a, p) | p ∈ Pm};
25. % choosing one of the above radiuses determines the type of approximation

26. % to the boundary of the cluster.

27. % Remove interior points of the ball with center a and radius r.

28. C := C\N(a, r);

29. endwhile

30. end.
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Algorithm ClusterBoundary is divided in four fundamental modules, which are

explained using an example of a cluster in R3. Module (I) (lines 3-11) carries out a

search for extreme points as shown in Figure 7.1-a. In this figure, the extreme points

of a hypothetical cluster are highlighted in red. At each iteration of the algorithm, the

cluster boundary is incrementally built from the extreme points (based on Proposition

D.3 in Appendix D). Module (II) (lines 12-13) computes the centroid of the extreme

points, which will be the centre of the interior point ball as shown in Figure 7.1-b. Note

that the lines drawn between the extreme points form an eigth-sided polygon encloses

most of the points. Module (III) (lines 14-21) computes the mid-points between each

extreme point-pair, except for the pairs (gi≻, g
j
≺) where i = j. Figure 7.1-c shows this,

as well as the possible radiuses computed from the centroid to the mid-points. Module

(IV) (lines 22-28) determines the radius of the ball with the centre already computed in

module (II). The radius can be chosen as either the minimal, the mean or the maximal

distance between the centroid and the points in the set of mid-points Pm. The option

of choosing different radiuses is related to the strategy for constructing the boundary

of the cluster, which can be either conservative (minimal), intermediate (mean) or

aggressive (maximal). This strategy depends on how different radiuses can be used to

discriminate an increasing number of interior points. The ball (a sphere in R3) with

the chosen radius is shown in Figure 7.1-d. All interior points of the ball, which are

also interior points of the cluster, are removed (see Figure 7.1-e), whereas the polygon

determined by the extreme points is considered to be the current approximation of the

boundary.

Figure 7.1-f shows the result of the algorithm after one iteration, where conver-

gence toward the cluster boundary can be viewed. The next iteration takes this new

cluster as its input and the whole process is repeated until an empty cluster is obtained.

If the size of the input cluster for this algorithm is less than 2d, all the genes are then

moved to the cluster boundary. A complete execution of the algorithm for a 2D cluster

is given in Figure 7.2, where it has been shown the fast convergence of the algorithm

towards the cluster boundary, which makes this algorithm suitable for an interactive

environment. As shown in this figure, the algorithm runs three iterations, where the

input cluster for each iteration is shown on views a1, a2 and a3. The process of com-

puting the boundary points has been shown on b1 and b2. The boundary computed

in each iteration is shown on c1, c2 and c3, where c3 is the output of the algorithm.
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Figure 7.1: (a) A 3D gene-point cluster with its extreme points; (b) the centroid of the
extreme points and the distances (shown as lines) between the extreme points; (c) the
mid-points between the extreme points, and the radiuses computed from the centroid
to the mid-points; (d) a sphere (ball) built from the centroid and a chosen radius in
Figure c; (e) interior points removed from the sphere; (f) the extreme points from (e)
are moved to the set of boundary points, and a new cluster arises.
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As the input cluster to iteration 3 just has one gene-point, it has been moved to the

boundary on c3 and the algorithm ends. Finally, the cluster with its boundary points

and the shape of it have been shown on views d1 and d2 respectively. Note that the

algorithm converges towards the boundary of the cluster in a few iterations.

According to the performance and the runtime complexity of ClusterBoundary

[19, 97, 247], note that the number of mid-points in Pm is bounded by 2d(d − 1) (see

Proposition D.4 in Appendix D). Thus, we can conclude that the runtime of this algo-

rithm in the worst case scenario is O(k2), where k is the size of the input cluster (for

a formal proof see Proposition D.5 in Appendix D).

7.2.4 Surface Reconstruction based on Boundary Points

Surface reconstruction considers the extraction of shape information from a point set.

These point sets often contain noise, redundancy and systematic variation arising from

the experimental procedure. Therefore, a general approach to reconstructing surfaces

is a challenging problem [119,126].

The goal of surface reconstruction methods can be described as follows: given a

set of sample points X assumed to lie on or near an unknown surface U, construct a

surface model S approximating U [125,127,179].

The proposed algorithm is a modification of the one presented in [34,37], which

reconstructs convex hulls. Since many surfaces generally are not convex hulls, we

provide a version that transforms the basis algorithm to obtain surfaces of non-convex

hulls. As a general schema, our algorithm projects boundary points of a cluster onto the

plane, and determines the convex boundary points. Second, the algorithm inserts the

remaining non-convex boundary points into the list of convex boundary points. Finally,

the algorithm returns an ordered list of boundary points which is used to establish the

connectivity of points in a 3D dimensional space.

The first aim of this algorithm is to reconstruct cluster surfaces based on bound-

ary points as a new alternative for cluster visualization. Thus, the input of this algo-

rithm is the cluster boundary found by the ClusterBoundary algorithm. Note that

this strategy improves the runtime of our algorithm for surface reconstruction, which

is another advantage over the basis algorithm. The second aim is to represent the

r-cluster surfaces (in a reference partition) of a data set in such a way that the genes

in a cluster that belong to a r-cluster can be viewed within such a translucent r-cluster
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Figure 7.2: Steps of the ClusterBoundary Algorithm applied to cluster (a1). The
performance of the algorithm using minimum radius is shown under three iterations.
Intermediate computations are shown on (b1) and (b2). Remaining cluster and bound-
ary of each iteration are respectively shown on {(a2), (a3)} and {(c1), (c2), (c3)}.

Evolutionary Framework for DNA Microarray Cluster Analysis



7. Theory of the Visual Framework 119

surface in a 3D space. The pseudocode for this algorithm, called BoundaryShape is

outlined below.

7.2.5 BoundaryShape Algorithm

Input: B, the boundary of a cluster in Gd
n and ρ the metric defined on Gd

n.

Output: boundary.idx, index sorted list of genes in B.

Require: DPoint function, a generic function to support different criteria for including

non-convex points in the boundary.

1. B′:= Projection2D(B); % Projects the genes of B onto the plane.

2. B′:= Sortx(B
′); % Sorts B′ by the x coordinate.

3. fisrtpos := 1; % Position of the first gene in B′.

4. % Initialize the index lists of upper and lower points in B′.

5. lupper := llower := NULL;

6. % Find the position of upper convex points.

7. while there exists (i > firstpos) so that UpperConvexEdge(firstpos, i, B′) holds do

8. Add(lupper, i); % Adds i to the end of lupper list.

9. firstpos := i;

10. endwhile

11. % Find the position of the lower convex points.

12. fisrtpos := 1; Add(llower, fisrtpos);

13. while there exists (i > firstpos) so that LowerConvexEdge(firstpos, i, B′) holds do

14. Add(llower, i);

15. firstpos := i;

16. endwhile

17. Remove the last index of lupper;

18. % Join both index lists of points, inverting lupper.
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19. boundary.idx := Append(llower, Reverse(lupper));

20. % Take remaining non-convex point indexes out.

21. nc := NonconvexIdx(boundary.idx);

22. % Insert each index of nc in boundary.idx suitably.

23. for each i ∈ nc do

24. % Take the point-index of boundary.idx with the least distance to i out.

25. idx := argj min{ρ(i, j)|j ∈ boundary.idx}
26. % Determine whether i is inserted to the left or to the right of idx in

27. % boundary.idx. DPoint function returns a value based on a distance

28. % criterion for three points.

29. if DPoint(i, idx, idx - 1) > DPoint(i, idx, idx + 1) then

30. Insert(boundary.idx, i, idx + 1)

31. else

32. Insert(boundary.idx, i, idx)

33. endif

34. endfor

35. end.

The BoundaryShape algorithm is an incremental approach, which has three

main parts. Namely, building a list of upper convex point indexes (lines 6-10), a list of

lower convex point indexes (lines 11-16), and finally, to insert non-convex point-indexes

into the convex indexes list (lines 17-33). So BoundaryShape carries first out some

operations such as projecting points onto the x : y plane and then sorts these points by

x-coordinate in an ascendent way. Afterwards, it makes a search from left to right (as

shown in Figure 7.3) for upper convex points and lower convex points (while loop, lines

7-10 and 13-16 respectively). Once found these points, they are added to lupper and

llower lists respectively. The UpperConvexEdge and the LowerConvexEdge check

whether the edge formed by the vertices firstpos and i is an upper or lower convex one,
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Figure 7.3: Convex hull of the boundary points of a cluster.

Figure 7.3. Therefore, the first while loop (lines 7-10) of the algorithm computes only

those convex hull vertices that lie on the upper hull (blue edges in Figure 7.3). That is,

the part of the convex hull running from the leftmost point P1 to the rightmost point

Pi+1, when the points are listed clockwise order as shown in Figure 7.3. The second

while loop (lines 13-16) does the same but for vertices that lie on the lower hull (red

edges).

At the end of the algorithm, boundary.idx is formed by joining llower and the

reverse of lupper, which allows the convex points to be stored in anti-clockwise order.

The set nc stores the remaining non-convex points that are finally inserted into bound-

ary.idx in the for loop (lines 23-34). The value of idx in this loop is the point nearest to

i (the convex point closest to P ′ in Figure 7.3 is Pi). We then have to decide whether

i is inserted to the left or the right of idx, which is done using DPoint. DPoint is a

generic function that can use a number of distance criteriums as shown in Figure 7.3.

Briefly, the point P ′ in Figure 7.3 can be inserted to the left or right of Pi based on the

smaller of the distances between (P ′, Pi−1) and (P ′, Pi+1), the smaller of the distances

from P ′ to the edges (Pi, Pi−1) and (Pi, Pi+1), the shorter of the paths connecting

(P ′, Pi−1, Pi) and (P ′, Pi+1, Pi), or the smaller of the areas ∆P ′Pi−1Pi and ∆P ′Pi+1Pi.

Note that, in this figure, P ′ should be inserted to the left of Pi (the area of ∆P ′Pi−1Pi

is less than the area of ∆P ′Pi+1Pi), implying that the edge (Pi, Pi−1) is replaced by
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the edges (P ′, Pi−1) and (P ′, Pi). This mechanism allows a convex boundary to become

non-convex (see Figure 7.2-d2).

The information given by the output of the BoundaryShape algorithm is used

for the 3D triangulation of a surface that approximates the shape of the cluster whose

boundary was the input to the algorithm.

7.3 The 3D-VC Framework

As a result of all previously presented on the visual framework, we have implemented

tool 3D-VC (as a prototype), which is able to explore dendrograms, clusterings and

clusters interactively with different views [13, 14]. This prototype uses principal com-

ponent analysis (PCA, see Appendix B) to reduce data dimensionality to R3, so that

a first approximation of data distribution can be analyzed on a 3D scatter plot. Fur-

thermore, parallel coordinate visualization [15] and DNA microarray data views (heat

map) using a color scale corresponding to gene expression levels are also presented.

7.3.1 Exploring the Tool

In order to explore different views of 3D-VC, the Agnes clustering method had been

used to build the dendrogram (in the R language) that is displayed along with other

views by the tool. Note that in this case, data and the algorithm have just been selected

as an example to show the functionality of the tool, so the user can choose any other

combination of data sets and algorithms to achieve its purpose. A general view of our

prototype has been presented in Figure 7.4, which displays a sketch of eight linked views

and six tasks of visual cluster analysis. The tasks proposed by 3D-VC in this figure,

implicitly states a methodology to follow in the visual analysis and validation of the

results of a clustering method. We then explain below, each task of this methodology

to describe the 3D-VC tool.

Task 1 in Figure 7.4 has as its first goal to read the results of a clustering method

applied to a data set of DNA microarray from an external source (in our case, from R

language). As a result of the input, this task generates the HD-view, which shows (for

this example) the agnes dendrogram with its microarray (as a heat map). This view

provides an overall analysis of the whole clustering process. The second goal of Task 1
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Figure 7.4: General view of the tool. There are eight linked views: microarray, dendro-
gram and parallel coordinates views at the top of the figure; 3D scatter plot views at
the bottom; cluster boundary points, reference partition surfaces and cluster surface
reconstruction.
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is to generate from the input, two new tasks, 2 and 3, which give way to a new analysis

on different views. For its part, Task 2 in Figure 7.4 has as a goal to compare the

original and the ordered microarray according to the applied clustering method using

the CDM-view. Genes in a cluster on the ordered microarray can also be located on

the original microarray (through the red lines between both microarrays). This task is

optional in the analysis process and is also useful to compare several clustering methods

according to the reordering applied by them to the original microarray.

On the order hand, a continuation of Task 1 is Task 3, which has as a goal

to locally explore the clusterings (and clusters) of the dendrogram shown by Task 1,

through the result given by the VCE-view. Every level (clustering) of the dendrogram

can be chosen on the left side in the VCE-view, and the clusters of the chosen level

are shown on the right side. Therefore, this view explores in detail each cluster in the

dendrogram and moreover, it is a new visual aid for exploring clusters on the microarray.

From Task 3, two possible tasks, Tasks 4 and 5, can be followed. Task 4 has

as a goal to carry out a zoom-in of the selected cluster in the VCE-view and show it

as a result by including parallel coordinates in the PC-view. Parallel coordinates are

added for each sample of genes in the cluster, providing a means of comparison of the

cluster quality. Task 5 has as a goal to give a different visualization alternative from

the VCE-view. In this case, the clustering selected in the VCE-view (Task 3) has been

shown in form of a 3D scatter plot by applying PCA (through the covariance matrix) to

reduce the gene space dimensionality to obtain the view of the 3D-viewer. Each cluster

in the current clustering has been displayed on the 3D-viewer in a different color. That

is, gene-points in the same cluster have the same color while gene-points in different

clusters have different colors. Each cluster on the 3D-viewer can be filtered for separate

analysis.

Accordingly to the above, Task 5 generates the last task (task 6) of visual analysis,

which has as a goal to filter clusters from the clustering represented on the 3D-viewer

for their separately analysis through views ICA1, ICA2 and ICA3. The ICA1-view

displays the currently selected cluster with its boundary gene-points, which have been

computed by our algorithm ClusterBoundary. Note that before to analyze views ICA2

and ICA3, we need to again read from an external source to the tool, the reference

partition of cellcycle as shown in Task 6 (Figure 7.4). Consequently, in the ICA2-view,

we can choose each r-cluster 3D shape (built from our algorithm BoundaryShape)
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from the reference partition to visually compare it with the current cluster. This

way, the r-cluster shape that better match (by visual inspection) the current cluster

can be selected as shows the ICA2-view. Basically, to select the r-cluster shape most

similar to the analyzed cluster (represented by the cloud of points), we observe the

gene-points that fall within the r-cluster translucent shape, the ones on the border of

the r-cluster shape and the ones outside of it. On the other hand, the ICA3-view is an

alternative with respect to the ICA2-view, where the shape of the analyzed cluster is

reconstructed (algorithm BoundaryShape) to be compared with the r-cluster shapes.

This view provides another way of comparing a cluster with a r-cluster, which allows

us to reinforce the assumptions taken into account in the ICA2-view. In our example,

the current cluster as both gene-points (ICA2-view) and shape (ICA3-view) visually

match the indicated r-cluster in both views, which means it is a good cluster according

to the reference partition. Note that each task in Figure 7.4 provides different ways to

see and analyze a cluster.

Representing reference partitions from r-cluster boundary points is one of the

main contributions of this paper. This is because there are several statistical indicators

for comparing a clustering with a reference partition, but there is no visual approach

to validate this comparison. Each r-cluster in the reference partition is represented by

our tool in a 3D surface. Thus, the gene-points at the intersection of a cluster with a

r-cluster fall within the surface of such a r-cluster (in the space). In such case, one can

check the degree of agreement between a clustering and a reference partition, or verify

the results of statistical measures. Thus, it is possible to visually choose the level of

the dendrogram that best approximates the reference partition.

Other filtering options from the scatter plot can be seen in Figure 7.5, where

view a) shows the genes of the current cluster (selected on the VCE-view in Figure 7.4)

in form of cubes. b) shows the same cluster but differentiated by a color different from

the one of the remaining points, and c) isolates the cluster. Whereas three types of

boundary corresponding to the maximum, mean and minimum radius are displayed

in Figure 7.6 for the same cluster. Boundary points have been displayed in the form

of cubes and have also been computed by algorithm ClusterBoundary. Note that

the number of boundary points in Figure 7.6 increases from the maximum radius to

minimum radius, as different radiuses imply different approximations of the cluster

boundary. The radius determines the number of interior points to be removed from a
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cluster. Thus, the user can choose the type of boundary according to the application.

That is, the maximum radius is more suitable to represent 3D surfaces of r-clusters,

whereas a smaller radius may be more suitable to represent clusters by their boundary

points (or their shapes).

Figure 7.5: (a) compares the current cluster by changing the shape of the points (with
cubes) vs. remaining points of the data set; (b) compares the current cluster (colored)
vs. remaining points of the data set (white circle) and (c) displays only the current
cluster.

7.3.2 Implementing the Framework

As stated earlier in this chapter and as a result of this section, algorithms Cluster-

Boundary and BoundaryShape have been implemented in Java and Java 3D to build

our visual framework through the 3D-VC tool. To complete the framework, it has also

been implemented visualizations such as, dendrogram coupled with heat map of DNA

microarray data, parallel coordinates coupled with clusters in form of heat map, clusters

shown in form of gene-points or surfaces in a 3D space, and finally, comparison of clus-

terings with a reference partition of a data set. Each of these visualization components

are linked together to create an interactive environment as discussed in comparative
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Figure 7.6: Shows boundary point options; (a) displays the boundary points com-
puted from maximum radius; (b) boundary points computed from mean radius; and
(c) boundary points computed from minimum radius.

Table 3.1, given in Chapter 3. Note that 3D-VC is linked to the R language, on which

the clustering methods and the whole statistical analysis of the data are executed and

the results are later read and displayed by the tool.

Although in the next chapter we prove the performance of our framework (through

the 3D-VC tool) from a practical case, we have developed a set of images, videos, manu-

als and practical examples of the tool performance, also showing its reliability. All this

additional material along with the implementation of the tool are publicly available at

http://www.analiticavisual.com/jcastellanos/3DVisualCluster/3D-VisualCl

uster.
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Chapter 8

Results from DNA Microarray

Data

T
his chapter presents the results from evaluation studies of the proposed evolu-

tionary method (EMHC) and framework (3D-VisualCluster or 3D-VC for short),

both given in Chapters 6 and 7 respectively. To do that, on one hand, we study

the behavior of EMHC on three public gene expression data sets and compare the

results with other methods according to cluster validity measures as defined in Chap-

ter 3. On the other hand, we also analyze the 3D-VC reliability for providing knowledge

through its visualizations from the clustering results and the cluster validity measures

applied to gene expression data. Additionally, the results of EMHC are also analyzed

with visualizations of framework 3D-VC.

The chapter starts by detailing the scenario where EMHC and 3D-VC are tested,

that is, stating data sets, hierarchical clustering methods and cluster validation mea-

sures to use. After that, firstly, EMHC is evaluated from a wide number of statistical

tests and later, from visualizations given by 3D-VC. Secondly, the evaluation and anal-

ysis of framework 3D-VC are made on a practical case study. At the end of each section,

we summarize the main results.

129



130 8.1. Used Data Sets

8.1 Used Data Sets

The first DNA microarray data set to use is a simulated one of yeast cell cycle (called

cellcycle), original from [58], modified in [254] and published at http://faculty.

washington.edu/kayee/cluster. The final gene expression matrix of cellcycle is com-

posed of 384 genes evaluated under 17 conditions. cellcycle has been partitioned by [254]

into 5 clusters of genes, which are assumed as a reference partition. cellcycle has been

used as benchmark data to test clustering methods. As previously said in Chapter 7,

clusters in a reference partition would be called r-clusters.

The second one is a real one called sorlie, which is composed of a gene expres-

sion matrix with 456 genes evaluated under 85 tissue samples. The original data had

missing values scattered throughout the matrix. 10-nearest neighbors have been used

for imputation as described in [54,226].

The last one is also a real one called lung, which comprises 73 lung tissues in-

cluding 67 lung tumors for 916 gene observations for each lung tissue, namely, a gene

expression matrix of 916 genes × 73 samples. 20-nearest neighbors have been used to

estimate missing values of this data set. The data set source at http://genome-www.

stanford.edu/lung_cancer/adeno/, [99]. Finally, the three data sets have been stan-

dardized to mean 0 and variance 1.

8.2 Used Clustering Methods

We have focused the quality of clusters on terms of homogeneity (Homog), separation

(Separ) defined in [137] and silhouette width (SilhoW, [10]) among other external mea-

sures given in Chapter 3. Five methods of hierarchical clustering are used to carry

out comparisons: both Agnes (Euclidean distance between data and mean-link as dis-

tance between clusters) and Diana (Euclidean distance between data) in [10], Eisen

(Euclidean distance between data) in [86], HybridHclust in [55] and TSVQ in [174]. All

these methods have also been explained in Chapter 3.
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8.3 Experimental Evaluation of the EMHC Evolutionary

Model

As mentioned in Chapter 6, EMHC has been implemented on R language (R Develop-

ment Core Team [16], using packages [56,176]), and the experiments have been carried

out on a 3GHz computer of 2GB of memory, using Debian GNU/Linux as an operating

system1.

The evaluation of EMHC has first been made on its genetic operators and after-

wards, we have evaluated the goodness of the individuals generated by the evolutionary

process of the method. After that, three sections have been given, one for each data

set previously explained, dedicated to compare the results of EMHC with regard to the

ones of the previously considered methods.

8.3.1 Evaluation of EMHC According to Genetic Operators

This subsection carries out validations of EMHC related to the performance of the

first mutation operator (FMO) and the crossover operator (CO) defined by EMHC

in Chapter 6, and the goodness of generated individuals according to the used fitness

function. To do that, the experiments have been carried out on the cellcycle data set.

Mutation Operator Evaluation (FMO)

The goal of this experiment is to evaluate the performance of EMHC using only the

FMO (without the crossover operator) and varying the values of mutation probability.

This way, determining whether the FMO has a uniform behavior (on the fitness of

the generated individuals) regardless of its mutation probability. The experiment has

then been carried out taking into account the parameters in Table 8.1-(A), for which

EMHC has been executed with 20 different settings, each using different mutation

probability values with an increase of 0.05. For each probability value, the fitness value

of the most fit individual in 100 generations has been taken out, as shows Figure 8.1.

This figure displays four executions of the same experiment, where the curve in blue

color represents the 20 fitness values reached by all tested settings for each execution,

1The R implementation of the method is available at http://cran.r-project.org/web/packages/
clustergas.
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whereas the curve in green color (along with the standard error bars) describes the

average fitness computed from the fitness values in the four executions for each value

of mutation probability.

Table 8.1: Parameter settings of EMHC for the evaluation of the genetic operators.
Parameter (A) - FMO Evaluation (B) - CO Evaluation

Crossover probability 0 [0, 0.95]
Mutation probability [0, 0.95] 0
Number of individuals 2 2
δ 3/4 3/4
τ [0.15, 0.40] [0.15, 0.40]
ǫ 0.03 0.03
α 0.90 0.90
Metric on data Euclidean Euclidean

As Figure 8.1 shows, the reached fitness values remain above 35, most of them

ranging between values 36 and 38 approximately (blue curve). Note that the average

fitness curve (green curve) and the overlapping of the standard error bars show that

the FMO has a uniform behavior bounded by fitness values between 36 and 38. This

means that regardless of the mutation probability values, the FMO is able to improve

the individuals by reaching fitness values higher than 35, whereas the individuals of the

initial population have fitness values of about 30. All this shows the effectiveness of

the operator.

Crossover Operator Evaluation (CO)

We now evaluate the behavior of the CO through EMHC with the same goal as the

FMO. The EMHC parameter settings for this experiment is the same as the one used

in the FMO experiment, but varying this time the crossover probability instead of the

mutation probability, as shown in Table 8.1-(B). Four graphs of EMHC using only the

CO (without the mutation operator) are shown in Figure 8.2. Each point on the blue

curve of these graphs represents an EMHC regardless execution of 100 generations for

the 20 tested values of crossover probability. The points on the green curve (along with
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Figure 8.1: Four graphs of the same experiment, showing the fitness of the most fit
individual in 100 generations of EMHC for 20 values of mutation probability (curve
in blue color). The mean fitness from the four graphs (curve in green color) is shown
along with its corresponding standard error bars.
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the standard error bars) describe the mean fitness computed from the four executions

of the same experiment.

As shows Figure 8.2, the results obtained for the FMO are also valid for the CO.

Note that although the FMO has reached good fitness values, the best fitness value has

been reached by the CO, that is, 39.19. This can be related to the neighborhood notion

associated with the FMO, which allows us to find out new individuals, only within the

neighborhoods of the individuals in the initial population (convergence toward local

optimums). However, the CO explores other neighborhoods of solutions which are

different from the ones of the recombined individuals. Therefore, the CO is potentially

capable of finding better individuals than the FMO (possibility of finding a global

optimum). In contrast, the convergence of the CO is slower than the FMO, precisely

due to the CO looking for new neighborhoods in an extremely large search space,

carrying out more meaningful jumps across the search space than the FMO, which

searches only within local regions given by the mutated individuals.

Goodness of the Individuals

We are now interested in the evolution analysis between the individuals in the initial

and final population of EMHC in terms of the global profile from the fitness values of

each clustering in a dendrogram. The goal of this experiment is to verify the goodness

of the individuals generated in the evolutionary process of EMHC with respect to the

individuals in the initial population. But before dealing with that matter, a remark

about of the methodology used to reduce the dendrogram length will be made. Namely,

EMHC has been executed many times in order to check the number of clusters in the

best clustering (according to the ac coefficient, see Definition 6.8 in Chapter 6) for

the best dendrogram returned by each execution. This way, the dendrogram length

(δ parameter, Definition 6.1 in Chapter 6) has been reduced taking into account the

clustering-levels returned by the ac coefficient2.

2Note that based on the graphs in Figure 8.4, the current dendrogram length (δ = 3/4) can be
reduced as an alternative to the strategy described in this paragraph. For example, examining the
profiles in Figure 8.4 we have that approximately from 60 clusters, the curve described by the clustering
fitness is almost monotonic decreasing (in mathematical terms). Thereby, it is possible to remove
that part of the dendrograms whose clusterings have more than 60 clusters and thus, optimizing the
performance of the method. To do this, we rely on Proposition 6.1 and Definition 6.1 in Chapter 6:
given that we want to remove all clusterings from 61 clusters (k = 61) and the current dendrogram
length is |G| = 384− 2−⌊384 · 3/4⌋ = 94, then the level corresponding to 61 clusters is computed from
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Figure 8.2: Four graphs of the same experiment, showing the fitness of the most fit
individual in 100 generations of EMHC for 20 values of crossover probability (curve
in blue color). The mean fitness from the four graphs (curve in green color) is shown
along with its corresponding standard error bars.
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To then measure the quality of the individuals, the profile of fitness values for

all nested clusterings encoded by a given dendrogram is represented in a graph which

plots the number of clusters in each clustering (x− axis) vs. the fitness values of each

one (y−axis). The profiles from four random dendrograms in an initial population are

shown in Figure 8.3. As shown in this figure, the curve described by these dendrograms

presents much oscillations and there are many big differences between the fitness values

of two consecutive clusterings (i.e., two adjacent and nested clusterings in the same

dendrogram). Let us now see the evolution (improvement) of these individuals after

the execution of EMHC with the parameters in Table 8.2.

Table 8.2: Parameter settings to evaluate the individuals of EMHC.
Parameter Value (or interval)

Crossover probability [0.60, 0.75]
Mutation probability [0.10, 0.20]
Number of individuals 4
Generation number 1000
δ 3/4
τ [0.15, 0.40]
ǫ 0.03
α 0.90
Metric on data Euclidean

The fitness profile of the four dendrograms in the final population of EMHC are

shown in Figure 8.4. As shown, the global fitness behavior of the dendrograms has

been improved, since the profile curves of the final solutions (after applying the genetic

operators of EMHC) are more monotonic and smoothed than the initial ones. Moreover,

the maximum fitness value is reached when the number of clusters is between 30 and

50. If the above stands for many dendrograms, then the optimum number of clusters

for the analyzed data set may be in this interval. Note that the best fitness values

level = |G| − k + 2 = 94 − 61 + 2 = 35. So, the new dendrogram length is |G| − level = 94− 35 = 59

and finally, the δ that we need is computed from δ =
n− 2− |G|

n
=

384− 2− 59

384
=

323

384
. With this

new δ it is possible to reduce the dendrogram length from 94 levels (δ = 3/4) to only 59 levels. �
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Figure 8.3: Fitness profile for four dendrograms of an initial population from the cell-
cycle data set, showing the fitness values for each clustering of these dendrograms.
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are achieved by the individuals of this figure and additionally, the clusterings (levels)

located around a number of clusters between 30 and 50 are equivalent since they have

similar fitness.

Observe that the curves described in Figure 8.4 tend to decrease from approxi-

mately 50 clusters, thereby, as far as the used data set is concerned, when the number

of clusters increases, the quality of the clustering decreases. On the other hand, the

quality of the dendrograms in Figures 8.3 and 8.4 is directly proportional to the area

under the curves represented by them. That is, individuals of higher quality imply

higher area under the curve. According to this, note that almost all clustering fitness

values of the dendrograms in Figure 8.3 are below 30, while almost all ones in Figure 8.4

are above 30.

8.3.2 EMHC Evaluation from cellcycle

In what follows, a cluster validity process is performed to compare the results of EMHC.

Therefore, we have focused on the quality of the clusters in terms of homogeneity (Ho-

mog), separation (Separ), silhouette width (SilhoW) and agreement with the reference

partition of the data set. EMHC will be compared with Agnes, Diana, Eisen, Hybrid-

Hclust and TSVQ as previously described in section 8.2.

Note that the measure values of homogeneity decrease when the clustering qual-

ity (or the dendrogram quality) increases, whereas the measure values of separation

and silhouette width increase when the clustering quality (or the dendrogram quality)

increases.

Homogeneity and Separation

The goal of this experiment is to show the performance of EMHC (on data set cellcycle)

with respect to other methods by means of internal cluster validity measures. For this

experiment, EMHC has been initialized and executed based on Table 8.3-(A), and its

result has been given as input to Algorithm 6.1 defined in Chapter 6. The final output

has then been extracted to make comparisons such as listed in Table 8.4, where EMHC

is compared with the five preceding methods for the three validity measures. The values

in Table 8.4 represent the mean of the validity measure values applied to each clustering

of the output dendrogram for each method. In other words, the result of the validity
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Figure 8.4: Fitness profile for four output dendrograms of EMHC from the cellcycle
data set, showing the fitness values for each clustering of these dendrograms.
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measures applied to the dendrograms returned by the methods. Best values for each

measure have been underlined.

Table 8.3: Parameter settings to evaluate EMHC from the cellcycle, sorlie and lung
data set.

Parameter (A) - cellcycle (B) - sorlie (C) - lung

Crossover probability [0.60, 0.75] [0.60, 0.75] [0.60, 0.75]
Mutation probability [0.10, 0.20] [0.10, 0.20] [0.10, 0.20]
Number of individuals 10 10 20
Generation number [103, 105] [103, 105] [103, 106]
δ 12/13 20/21 28/29
τ [0.15, 0.40] [0.15, 0.40] [0.15, 0.40]
ǫ 0.03 0.03 0.03
α 0.90 0.90 0.90
Metric on data Euclidean Euclidean Euclidean

Table 8.4: Cluster validity of EMHC vs. five hierarchical clustering methods on the
cellcycle data set.

Method Homog Separ SilhoW

Agnes 2.92 10.18 0.33
Diana 2.59 8.82 0.26
Eisen 4.21 14.50 0.46
HybridHclust 2.22 7.87 0.24
TSVQ 2.24 7.84 0.24
EMHC 5.48 18.99 0.47

Table 8.4 shows methods EMHC and Eisen have achieved the best values with

respect to separation and silhouette width on their dendrograms. However, the remain-

ing methods perform better on homogeneity.
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Agreement with the Reference Partition

The goal of this experiment is to show the performance of EMHC (on cellcycle) with

respect to other methods by means of external cluster validity measures. To do this,

we have carried out a comparison of the cellcycle reference partition (5 gene r-clusters3)

with respect to each clustering with 5 clusters of the dendrograms given by the methods

in Table 8.4. Firstly, the comparisons are made according to the cluster definition with

the given validity measures. Table 8.5 lists the values given by the clusterings with 5

clusters of each method and the reference partition (assuming the reference partition

as the output of a hypothetical algorithm).

Table 8.5: Comparison of six clustering methods vs. the reference partition of the
cellcycle data set.

Method Homog Separ SilhoW

Ref. Partition 6.13 6.60 -0.06
Agnes 3.86 12.57 0.55
Diana 3.94 12.87 0.49
Eisen 6.00 25.02 0.67
HybridHclust 2.73 8.70 0.33
TSVQ 2.83 8.67 0.32
EMHC 6.09 25.73 0.69

As shown in Table 8.5, the best values of separation and silhouette width have

been reached over again by EMHC and Eisen. The remaining methods perform better

for homogeneity. Moreover, all methods have performed better than the reference

partition on the validity measures. Thus, on the basis of the cluster definition, the

above results imply this reference partition can be improved.

Secondly, we now compare the agreement and disagreement degree of the clus-

terings in Table 8.5 with respect to the reference partition. Jaccard coefficient (JC)

and Minkowski measure (MM) have been considered for this purpose. JC measures

the extent of agreement of a clustering with regard to a reference partition and MM

illustrates the proportion of disagreement as explained in Chapter 3. JC and MM

3The clusters in a reference partition are called r-clusters, see Chapter 7.
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have been chosen for this experiment because they may be more effective than other

measures in gene-based clustering [111,137].

Table 8.6 compares each method with the introduced reference partition by means

of the JC and MM measures. From this table we can emphasize that EMHC and Eisen

(as in Table 8.4 and 8.5 for column Separ and SilhoW) have reached the best results on

JC. In contrast, HybridHclust has achieved the best value for MM. The above results

imply that there are many gene pairs in the EMHC and Eisen clustering that agree with

the ones of the reference partition, more than the other methods, but these clusterings

have not been partitioned in the same way as the reference partition.

Table 8.6: Cluster validity of six clustering methods with respect to the reference
partition of the cellcycle data set.

Method JC MM

Agnes 0.20 1.62
Diana 0.21 1.63
Eisen 0.23 1.82
HybridHclust 0.17 1.35
TSVQ 0.15 1.37
EMHC 0.25 1.79

In addition to comparative Tables 8.5 and 8.6, an alternative view of them has

been built in Figure 8.5. This figure represents the values of these tables in form of curve

by means of a system of parallel coordinates ( [15, 36, 96, 139, 246]) based on the used

measures. The curves correspond to each method and describe the behavior of each one

with respect to the validity measures. Consequently, in this figure there clearly are three

groupings of similar behavior methods, namely {EMHC,Eisen}, {Agnes,Diana} and
{HybridHclust, TSV Q}.

8.3.3 EMHC Evaluation from sorlie

we now apply homogeneity and separation validation to the output of each clustering

method for the sorlie data set as made for the cellcycle data set in the above subsection.
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Figure 8.5: A view of parallel coordinates of five measures, representing six curves
formed by the values reached from each method in tables 8.5 and 8.6 on the cellcycle
data set.

Homogeneity and Separation

The goal of this experiment is to show the performance of EMHC (on sorlie) with respect

to other methods by means of internal cluster validity measures. In this experiment

EMHC has been parameterized and executed based on Table 8.3-(B), and its result has

also been given as input to Algorithm 6.1. Table 8.7 lists the values reached by each

validity measure applied to each dendrogram such as in Table 8.4.

Table 8.7: Cluster validity of EMHC vs. five hierarchical clustering methods on the
sorlie data set.

Method Homog Separ SilhoW

Agnes 16.84 24.77 0.20
Diana 15.83 18.26 0.05
Eisen 16.24 17.58 -0.01
HybridHclust 15.26 17.56 0.03
TSVQ 15.23 17.58 0.03
EMHC 16.89 25.32 0.20
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Additionally, Table 8.8 shows the validity values applied to the best clustering

(according to the ac coefficient, see Definition 6.8 in Chapter 6) of each output den-

drogram in Table 8.7. The #Cluster column shows the number of clusters of each

clustering chosen by ac.

Table 8.8: Cluster validity of EMHC vs. five hierarchical clustering methods based on
the best clustering of each output dendrogram on the sorlie data set.

Method #Cluster Homog Separ SilhoW

Agnes 10 16.90 24.67 0.19
Diana 18 15.35 18.23 0.05
Eisen 5 16.32 17.64 0.00
HybridHclust 21 14.46 17.46 0.01
TSVQ 21 14.27 17.52 0.02
EMHC 16 16.69 24.27 0.14

Table 8.7 shows methods EMHC and Agnes have reached the best values with

respect to separation and silhouette width. Table 8.8 has also scored the best results

with respect to separation and silhouette width on the best clusterings for methods

EMHC and Agnes, although for this case, EMHC does not perform better than Agnes

for the same indicators. But the next subsection shows how these results of EMHC

can be improved. The remaining methods of this table have been performed better for

homogeneity. Furthermore, the values in the #Cluster column could be employed to

estimate the optimum number of clusters.

An alternative view to Table 8.8 is presented in Figure 8.6. This graph represents

the values of the above table in form of curves as made in Figure 8.5 (but for the sorlie

data set). Note that unlike of Figure 8.5, there now are only two groupings with

methods of similar behavior, {EMHC,Agnes} and {HybridHclust, TSV Q}.

Improving Solutions of other Methods

In this subsubsection we show how the outputs of other clustering methods can be

improved through EMHC. Since EMHC can take as input a population of individuals

formed by the outputs of other methods, it can achieve better solutions than the ones

Evolutionary Framework for DNA Microarray Cluster Analysis



8. Results from DNA Microarray Data 145

Figure 8.6: A view of parallel coordinates for four measures, representing six curves of
the values reached by each method in Table 8.8 on the sorlie data set.

found by such methods. Besides that, due to most existing methods have a general

propose on their performance, we can recombine their solutions through EMHC by

defining a fitness function adapted to the given problem and suitably, fitting the EMHC

parameters. It is then possible to obtain more fit solutions to the problem. This

EMHC property, its ability of adapting solutions of other methods to the context of a

determined problem is one of the most important contributions of our approach. Thus,

the goal of this experiment is to improve the performance of EMHC by taking as initial

population of individuals, the solutions given by the other methods.

On this basis, the five outputs of the other methods in Table 8.7 came to form

the initial population for EMHC according to the parameter setting given in Table 8.3-

(B). Two experiments has been carried out, one considering fitness function gd (gd

is based on gc, which looks for the criteria of homogeneity and separation at a time.

See Definition 6.10 in Chapter 6) and the another one, using fitness function grd (see

Definition 6.14 in Chapter 6), which adds a new objective to gd to control the number

of genes in each cluster as explained in section 6.3, Chapter 6. Both experiments are

listed in Table 8.9 under the used validation measures.

On row gd of case (A) in Table 8.9 (for the case of the measures applied to the

whole dendrogram), we have that the values are not better than the ones of Agnes and
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Table 8.9: Cluster validity of EMHC based on the solutions of other methods on the
sorlie data set.

(A)-Validity on the whole dendrogram (B)-Validity of the best clustering

Function Homog Separ SilhoW #Cluster Homog Separ SilhoW

gd 16.90 24.09 0.15 4 17.18 24.83 0.23
grd 15.20 17.57 0.04 21 14.29 17.50 0.01

EMHC in Table 8.7, although these values are better than the ones of the remaining

methods (on the Separ and SilhoW column). This fact implies an improvement in the

solutions of four methods in Table 8.7. Later, we will see (by 3D-VC) that from the

visual point of view, such solutions in Table 8.9 can really be an improvement of the

ones given by EMHC and Agnes in Table 8.7.

On row gd of case (B) in Table 8.9 (it is the best clustering selected according

to the ac coefficient, see Definition 6.8 in Chapter 6), EMHC has scored better values

for separation and silhouette width than Agnes and itself in Table 8.8. As shown on

such a row, the idea of improving solutions given by other methods (external solutions)

through EMHC performs well. Even better, some of the results achieved have been

better than before.

On the other hand, on row grd in Table 8.9, we can not expect the results be as

good as gd (on separation and silhouette width), because grd has one objective more

than gd. However, it has reached a meaningful improvement on homogeneity as can be

verified from Tables 8.7 and 8.8. Note that for this case, EMHC has converged towards

TSVQ since EMHC (according to grd) along with TSVQ scored the best homogeneity

values with respect to all tables in this subsection. This shows that grd which intro-

duces a new objective (according to parameter t̂, Chapter 6) is able to improve the

homogeneity values of the dendrograms guided by gd, and that the users can select

gd or grd according to the application level. Note also that unlike gd, grd sacrifices

inter-cluster separation to gain intra-cluster homogeneity.
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8.3.4 EMHC Evaluation from lung

We are now going to analyze the lung data set on the homogeneity and separation

criteria such as in previous subsections. EMHC has been setup as in Table 8.3-(C) and

its solution has been given to Algorithm 6.1.

Homogeneity and Separation

The goal of this experiment is to show the performance of EMHC (on lung) with respect

to other methods by means of internal cluster validity measures. Then, Table 8.10 lists

the values scored by each validity measure applied to the dendrograms of each method.

Table 8.10: Cluster validity of EMHC vs. five hierarchical clustering methods on the
lung data set.

Method Homog Separ SilhoW

Agnes 14.25 20.84 0.14
Diana 12.79 15.31 0.05
Eisen 13.27 15.17 -0.03
HybridHclust 12.15 15.03 0.05
TSVQ 12.13 15.03 0.04
EMHC 14.38 21.60 0.14

Table 8.11 shows the measure values applied to the best clustering (according

to the ac coefficient, see Definition 6.8 in Chapter 6) of each output dendrogram in

Table 8.10. Column #Cluster shows the number of clusters in each chosen clustering.

As shown in these two tables, the best values for separation and silhouette width

have been achieved by EMHC and Agnes method. The best values for homogene-

ity have been achieved by methods TSV Q and HybridHclust. Figure 8.7 shows

the above by representing each method as a curve, where the methods in groupings

{EMHC,Agnes} and {HybridHclus, TSV Q} have similar behavior as happened for

the sorlie data set.
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Table 8.11: Cluster validity of EMHC vs. five hierarchical clustering methods based on
the best clustering of each output dendrogram on the lung data set.

Method #Cluster Homog Separ SilhoW

Agnes 7 14.45 22.30 0.23
Diana 29 11.98 15.10 0.05
Eisen 9 13.40 15.19 -0.01
HybridHclust 31 11.27 14.90 0.03
TSVQ 31 11.31 14.90 0.03
EMHC 3 14.61 23.11 0.30

8.4 Experimental Evaluation of the 3D-VC Framework

This section uses the cellcycle data set to show the usefulness of 3D-VC in the context

of knowledge discovery and visual analytics. Note that 3D-VC can be used as visual

validation of clustering results, being an alternative to the existing statistical validity

measures [67, 115, 137, 256]. As explained in Chapter 7, 3D-VC includes visualizations

of microarrays, dendrograms, parallel coordinates and different views on a 3D scatter

plot that some of them have been shown in this section.

8.4.1 A Case Study

This subsection presents a case study on the cellcycle data set and its reference parti-

tion with 5 r-clusters of genes. The goal of this case study is to show that the visual

validation and the numerical validation (cluster validity measures) of the results from

the clustering methods are consistent with respect to a reference partition of the given

data set. Note that not always visual validation matches the numerical validation, since

the numerical validations are based on different assumptions and in some cases, these

ones do not represent the reality of a given problem. Then, to reach the previous goal,

we first compare the results of three clustering methods with the reference partition

for cellcycle by means of statistical indices that measure the similarity degree. After-

wards, we also visually compare the quality of the used statistical indices and show the

relationships (numerical and visual) between the reference partition and the clustering

results.
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Figure 8.7: A view of parallel coordinates for four measures, representing six curves
with values scored by each method in Table 8.11 (lung data set).

To this end, the hierarchical clustering methods Agnes, Diana and Eisen are ap-

plied to cellcycle. The following statistical indices are used: the Rand index (RI), the

Jaccard coefficient (JC), the Minkowski measure (MM) [111, 225], all given in Chap-

ter 3. JC and RI measure the extent of agreement between two clusterings, whereas

MM illustrates the proportion of disagreement. When the agreement measure value

increases, agreement grows and when the MM value decreases, disagreement becomes

smaller. All these numerical indices provide evidence that strengthen or weaken the

agreement between a clustering and a reference partition, which agrees with the goal

of this case study.

Two cases (A and B in Table 8.12) representing different levels (clusterings) of

the output dendrograms have been chosen to compare each method with the reference

partition. Case A (column Case) selects the clustering with 5 gene clusters (column

#Clusters) for each dendrogram, that is, the case where the number of clusters in

the dendrograms matches that of the reference partition. Case B selects the clustering

with 13 gene clusters for each dendrogram, namely, the clustering that represents a good

structural grouping according to color intensity levels in the microarray representation

(for example, Figure 8.8). The Method column of the table represents the name of the

method applied in each case, while the remaining columns contain the values reached

Evolutionary Framework for DNA Microarray Cluster Analysis



150 8.4. Experimental Evaluation of the 3D-VC Framework

Table 8.12: Comparative table of agreement and disagreement of clustering results with
respect to the reference partition of cellcycle.

Agreement Disagreement
Method Case #Clusters JC RI MM

Agnes 0.20615 0.39175 1.63176
Diana A 5 0.20957 0.38518 1.64056
Eisen 0.22690 0.24387 1.81936

Agnes 0.16953 0.56706 1.37668
Diana B 13 0.13083 0.65473 1.22939
Eisen 0.20719 0.39583 1.62622

for each index in each case. The best values for each index column are underlined.

Note that for Case A in Table 8.12, Agnes attains the best values for the RI and

MM indices, while Eisen performs better for the index JC. This shows that Agnes has

more indices with the best values than the other methods, giving further support to

the conclusion that it fits better the reference partition. In Case B, Diana reaches the

best values for the RI and MM indices, and Eisen for JC. Overall, except for JC, Case

B has better index values than Case A. Thus, the gene distributions with 13 clusters

fits better the reference partition than these of 5 clusters. Finally, since Diana in Case

B has the best values of the whole table for RI and MM, we can conclude that its result

fits better the cellcycle reference partition than the other methods.

Visual Check of the Results

As the final part of the case study, we now check that the index results for Case B

correspond to the visual representation of the microarray view and with the reference

partition of cellcycle in the scatter plot view. This allows us a validation process of

all the used indices. Firstly, we show the microarray and dendrogram view for each

method in Case B in Table 8.12 by Figures 8.8, 8.9 and 8.10, which verify that Diana

finds a better gene cluster distribution than the other methods. That is, by a visual

comparison of the clusters with similar colors, marked on the heat map (red rectangles)

in those figures (8.8, 8.9 and 8.10), we can see Diana has better division of clusters than

Agnes and Eisen. In contrast, Eisen (Figure 8.10) shows the worst division of clusters
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on the heat map.

Figure 8.8: Dendrogram and microarray of cellcycle for Agnes method, showing the
level of 13 clusters. Clusters are enumerated from left to right.

Secondly, we visually compare the clustering of each method in Case B against

the reference partition, aimed at finding the method that yields the clustering most in

agreement with the reference partition. A visual representation of the cellcycle reference

partition is given by Figure 8.11, which shows the 3D-surfaces of its five gene r-clusters,

computed from the ClusterShape algorithm. In order to compare the r-clusters with

the clusters in Case B in Table 8.12, a visual inspection has been carried out for the

clusters of each method similar to these r-cluster shapes.

Figures 8.12, 8.13 and 8.14 show the r-clusters (in the form of 3D-surfaces) over-

lapped on the clusters (represented as a cloud of gene-points) most similar to them for

each method of Case B in Table 8.12. For Agnes in Figure 8.12, six visual matches

have visually been found for only four clusters with respect to the reference partition.

The remaining clusters for Agnes are not considered because they are very small and so
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Figure 8.9: Dendrogram and microarray of cellcycle for the Diana method, showing the
level of 13 clusters.

match any r-cluster. The process followed to choose the r-cluster shape most similar to

a cluster is to first select each r-cluster shape on the cluster and visually analyze that

the solid shape of the r-cluster matches the shape of the cloud of gene-points described

by the cluster. In addition, we visually check the position of the gene-points of the

cluster on the 3D-surface of the r-cluster as explained for ICA2-view in Figure 7.4. For

Diana (Figure 8.13), seven matches have been found for only six clusters with respect to

the reference partition. For the remaining clusters no matches have been found or the

clusters have been very small. For Eisen (Figure 8.14) six matches have been found for

only two clusters. Note that cluster 2 in this figure is repeated four times for different

r-clusters. This is because cluster 2 is big and therefore, matches any r-cluster, as also

happens for small clusters.

To summarize, we have completed three types of validation for the results of
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Figure 8.10: Dendrogram and microarray of cellcycle for Eisen method, showing the
level of 13 clusters.

Agnes, Diana and Eisen. That is, we have validated the results using the indices in Ta-

ble 8.12, using the dendrogram and microarray view in Figures 8.8-8.10, and finally by

visual comparison with a reference partition in Figures 8.12-8.14. For this experiment,

the three tests have given the same results. Namely, in Case B, Diana (Table 8.12)

returned the best values for the used indices. Furthermore, Diana has shown the best

distribution of gene clusters with respect to the microarray and dendrogram visualiza-

tion, as displayed in Figure 8.9, and have also given the best matches (six matches)

between the selected clustering and the reference partition for cellcycle, Figure 8.13.

On the other hand, Eisen achieved the worst results for the three tests (the worst, in

the sense that Eisen has been less similar to the reference partition than the other

methods). In conclusion, we have validated that the Diana method has the best perfor-

mance on cellcycle according to its reference partition, and consequently, the clustering

that better represent cellcycle is that with 13 clusters given by Diana. Moreover, the
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Figure 8.11: cellcycle reference partition. Each r-cluster has been displayed as a 3D
surface.

most meaningful clusters in the above clustering have been identified according to the

reference partition. These clusters are {1, 2, 3, 4, 5, 6}, as shown in Figures 8.9 and 8.13.

We have that the quantitative and visual analysis agree and additionally, the visual

analysis allows us to identify the clusters that match the r-clusters. All this shows the

importance of the 3D-VC tool in cluster analysis of DNA microarray data4.

8.5 Visual Analysis of the Results of the EMHC Evolu-

tionary Model

At this point, we can display the results given in the tables of Subsections 8.3.3 and

8.3.4. We focus on the sorlie and lung data set since they have not a reference par-

tition. The results obtained by the methods used on them have been displayed with

the 3D-VisualCluster tool. This allows us to visually verify the quality of the returned

dendrograms and extract conclusions on the performance of the used methods, since

there is not a reference partition to externally validate the results. To do that, we have

chosen the two clustering methods that have better performance on each of these data

sets. That is, for each data set, the method that better has performed on homogeneity

and the one on separation are selected to display their dendrograms. For both data

4Additional material on the tool performance at http://www.analiticavisual.com/jcastellanos/
3DVisualCluster/3D-VisualCluster
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Figure 8.12: Shapes of the cellcycle reference partition and the clusters that better
match each r-cluster, Agnes method.
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Figure 8.13: Shapes of the cellcycle reference partition and the clusters that best match
each r-cluster, Diana method.
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Figure 8.14: Shapes of the cellcycle reference partition and the clusters that better
match each r-cluster, Eisen method.
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sets, TSV Q has been the method whose dendrogram has the best homogeneity, and

the dendrogram with better separation has been for EMHC (see Tables 8.5 and 8.10).

8.5.1 sorlie Dendrograms

The goal of this experiment is to provide visual results as a means of comparison with

the results given by the validity measures in the previous tables in Subsection 8.3.3.

This way, also to show that some attributes (as for example, the number of clusters)

in the results given by the validity measures in those comparative tables do not math

their visualizations. This will prove that deciding on a clustering result, we need to

apply more of one approach of validation, so that to decide on the global result from

all approaches, which will improve the process of cluster analysis.

Consequently, Figures 8.15 and 8.16 show the dendrograms (on sorlie microarray)

given by TSVQ and EMHC respectively from Table 8.7. Figure 8.17 shows the data

distribution of the sorlie data set in a 3D space. In Figures 8.15 and 8.16, clusters that

visually fit data are represented through rectangles (in yellow color) on the microarray.

Some areas in Figure 8.16 have not been highlighted because they are formed by very

small or unitary clusters. The chosen clustering has been obtained not only by visual

exploration of different views of the tool, but also considering the values given by the

validity measures as a starting point. Note that in general, the number of clusters of

the level visually chosen in these figures does not match the one analyzed in Table 8.8.

According to the gene-point distribution of the sorlie data set in Figure 8.17,

sorlie is compact on the center of the data set and spread on the border. Therefore, since

EMHC optimizes homogeneity and separation, it finds large clusters on the compact

region of sorlie and small or unitary clusters on its spread region to reach its goal.

This is shown in Figure 8.16, where there are large and small clusters unlike TSVQ

in Figure 8.15 that is focused only on homogeneity. Note that there are several small

clusters on both, the left and the right side of the microarray in Figure 8.16, which are

joined to the dendrogram at the end part of its construction (on top of the dendrogram).

This means that EMHC is able to identify separations (outliers or noise) in the data

set, fitting the data distribution given in Figure 8.17, which has not been possible for

TSVQ.

In addition, two more figures showing the other dendrograms given by EMHC

(on sorlie) from the two rows in Table 8.9 are respectively displayed in Figures 8.18
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Figure 8.15: Visualization of dendrogram and microarray for TSVQ on sorlie. Clusters
of the level selected in the dendrogram are highlighted.

and 8.19. As explained, small and unitary clusters in Figure 8.16 are the result of

the optimization process of gd (evaluates homogeneity and separation) to achieve its

goal. Note that in Figure 8.18, most of these clusters have been removed due to the

influence of the recombination of the solutions of the other methods (external solutions)

taken as a starting point by EMHC. Thus, clusters (or the dendrogram) represented in

Figure 8.18 are the result of gd plus the inheritance and recombination of clusters from

the other methods under the EMHC evolutionary strength.

The use of fitness function grd (evaluates homogeneity, separation and number of

genes in the clusters) by EMHC on sorlie yields the result in Figure 8.19, where small

clusters are fully removed from the evolutionary process. This confirms the homogeneity

results reached in the second row in Table 8.9. Note that if unitary clusters (or small

clusters) do not concern us, the dendrograms in Figures 8.18 and 8.19 represent then a
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Figure 8.16: Visualization of the dendrogram and the microarray for EMHC on sorlie.
Clusters of the level selected in the dendrogram are highlighted.

improvement of the dendrogram given in Figure 8.16. Moreover, according to all shown

microarray views, the cluster distribution that better visually match the microarray of

sorlie is that of EMHC in Figure 8.19. The above also shows that grd may be more

useful than gd performing on the sorlie data set.

8.5.2 lung Dendrograms

The goal of this experiment is the same as made for the sorlie data set in the above

subsection but in this case, the experiment has been made on lung from the results

given in the comparative tables of Subsection 8.3.4. The conditions of this experiment

are the same as for sorlie, too.

Then, figures 8.20 and 8.21 show the dendrograms (on lung microarray) given by
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Figure 8.17: 3D scatter plot of the gene-points of sorlie.

TSVQ and EMHC respectively in Table 8.10. Figure 8.22 shows the data distribution

of the lung data set in a 3D space. Note that it is more difficult to visually extract

clusters from these lung microarrays than the microarrays previously given for sorlie.

The answer is given by the gene distribution of lung shown on the scatter plot in

Figure 8.22, gene-points shown in this figure show that lung is a very compact data set.

A consequence of the compactness of lung is that, the homogeneity concept could fail

since it is hard to separate (extract) clusters.

Even so, the distributions of clusters given in Figures 8.20 and 8.21 (clusters as

yellow rectangles) for TSVQ and EMHC respectively are that better approximate the

microarray (heap map) given by the lung data set in these figures. As shown for sorlie,

EMHC has over again detected small clusters from lung that are separated from its

compact region unlike TSVQ. This data set also shows that we should not focus only

on either visualizations or statistical measures of the results, and that the best result

can be reached by combining (optimizing) both items (visualizations and measures).

Summarizing about the performance of the EMHC method, we can say that it

performs better than the others, on cluster separation measures and on measures that
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Figure 8.18: Visualization of dendrogram and microarray for EMHC (using gd, see
Definition 6.10) on sorlie from the solutions given by other methods. Clusters of the
level selected in the dendrogram are highlighted.

combine homogeneity and separation (such as, silhouette width), but it does not have

the same performance on homogeneity. It should be taken into account that most of

the hierarchical clustering methods focus on cluster internal quality (homogeneity) and

not on cluster external quality (adding separation), that is, global quality. For this

reason, the other methods work better on homogeneity. However, EMHC looks for

two or three indicators (fitness functions gd and grd, see Definitions 6.10 and 6.14 in

Chapter 6), homogeneity, separation and number of genes in each cluster, so that we

can check two or three objectives on the clusters at a time. On the other hand, the

previous visualizations of 3D-VC have also shown that EMHC performs well, even it

can improve its solutions from the ones given by other methods.

Note that according to the parameter settings of EMHC and the kind of used data
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Figure 8.19: Visualization of dendrogram and microarray for EMHC (using grd, see
Definition 6.14) on sorlie from the solutions given by other methods (external solutions).
Clusters of the level selected in the dendrogram are highlighted.

set, EMHC can behave similar to the method that best has performed (after EMHC)

on the analyzed data set. EMHC has performed similar to Eisen for cellcycle (see

Figure 8.5), and Agnes for sorlie and lung (see Figures 8.6 and 8.7). The above can

be the result of a possible adaptation of EMHC to the environment as a consequence

of its evolutionary process.

To conclude, keep in mind that our goal has been to show that EMHC is an

alternative with respect to existing methods able to find better solutions than them,

not necessarily meaning that EMHC is the best in all aspects, a thing which would be

unviable.
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Figure 8.20: Visualization of dendrogram and microarray for TSVQ on lung. Clusters
of the level selected in the dendrogram are highlighted.
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Figure 8.21: Visualization of dendrogram and microarray for EMHC on lung. Clusters
of the level selected in the dendrogram are highlighted.
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Figure 8.22: 3D scatter plot of the gene-points of lung.
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Chapter 9

Conclusions

T
his research work has presented an evolutionary visual framework as global

research which joins an evolutionary model of hierarchical clustering with an

approach of visual analytics to increase the benefits obtained from the task of

cluster analysis from DNA microarray data. As explained, our first goal has then been

to define the evolutionary framework for cluster analysis from gene expression data.

To reach that goal, several sub-goals have been outlined as stated in Chapter 1 and

achieved in the following chapters of this document. According to this, the first chapter

has evidenced the existing problems in cluster analysis and the need of new approaches

that contribute to progress the study field.

The second chapter has introduced the data domain of our research, that is,

DNA microarray data. Therefore, we have studied microarray technology and its main

sources of biological knowledge available for their analysis. In that context, we have

stated the main challenges in the analysis of DNA microarray data and their impor-

tance for human health. It should be noted on this point, that diagnosis from DNA

microarray data is demanding new techniques and models able to support intelligent

systems that can be used by specialists in clinical decision making (TBM, Translational

Biomedicine).

Starting from the above, Chapter 3 has explained different techniques of unsu-

pervised cluster analysis and Chapter 4 has studied evolutionary algorithms as a more

recent technique used in cluster analysis of DNA microarray data. Chapter 3 has then
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presented the process of cluster analysis, a review of cluster validation techniques and

the existing clustering methods with their performance on gene expression data. The

need of visual validation of clustering results led us to also review the current visualiza-

tion techniques related to DNA microarrays, and build a comparative table of visual

components of the existing microarray visualization tools.

The analysis of DNA microarray data often involves complex processes, where

several factors as high dimensionality of features, low number of samples or interrelated

clusters among others, render this a hard task. In order to achieve better adaptation

in such environment and to face those problems, in Chapter 4 we have introduced the

theory of evolutionary algorithms and presented a review of their application to cluster

analysis of DNA microarrays.

At this point, the first contribution according to our research hypothesis given

in Chapter 1 has been to prove that the problem of finding the best dendrogram from

a data set is an NP-complete problem (PFBD). This contribution has been given in

Chapter 5 where the whole search space has also been characterized. Regardless of

the theoretical and practical applications of this problem, classifying it to class NP-

complete guarantees us that a good solution found to it is also good for any other

problem in this class and conversely, as explained in Chapter 5.

Such previous results have motivated and justified the second part of our hypoth-

esis, for which an evolutionary model of hierarchical clustering has been presented in

Chapter 6. This model has developed a genetic algorithm along with several evolution-

ary heuristics, focused to deal with the previous problem PFBD. From the application

of our model to cluster analysis of DNA microarray data emerges the need of using

visualization techniques to validate its clustering results and compare them with other

methods. In this context, Chapter 7 has introduced the third contribution of this re-

search, the visual framework of cluster analysis from DNA microarrays. The practical

result of this framework has been the development of a visualization tool called 3D-

VisualCluster, which interacts with the previous evolutionary clustering model given

in Chapter 6.

Finally, Chapter 8 has outlined all results achieved by our evolutionary framework

as a fusion of the evolutionary model with visualizations of tool 3D-VisualCluster,

from three public sets of DNA microarray data. As overall results, the fusion of both

approaches to create the evolutionary framework has proved to be of great help in
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the understanding of the data and has provided knowledge about the used clustering

methods. Moreover, we have provided new visualization components which can also

be used to validate the existing ones, as shown in Table 3.1 of Chapter 3. From

this evolutionary framework, it has also been proven that our evolutionary method of

clustering performs well and that it can find better solutions than the other methods,

shown not only through cluster validity measures but also, with visualizations of the

results. This way, the visual part of our framework is able to display clustering results

and validate both, cluster validity measures and more importantly, a visualization

component with another one. Consequently, results have shown that our evolutionary

framework is a powerful tool of cluster analysis from DNA microarray data, not only

to our evolutionary model, but also for any other hierarchical clustering method that

would want to add to the process. This way, note that the goals proposed in Chapter 1

have been met from Chapter 5 to Chapter 8.

9.1 Conclusion on EMHC

As a part of this research, we have proposed an evolutionary model aimed at hierarchi-

cal clustering building on DNA microarray data. By prefixing the parameters of this

model, a specific method EMHC has been obtained, which provides new genetic oper-

ators able to evaluate and transform dendrograms according to the cluster definition.

Several strategies (and constraints) have been introduced to reduce the complexity of

the search space, that is, reduction of the level number of a dendrogram based on its

non-valuable information (noise), reduction of the runtime of the fitness functions by

introducing three fundamental lemmas, and the partition of the search space in neigh-

borhoods to state a difference between local and global optimum. We have specifically

introduced three genetic operators (two mutation operators and one crossover opera-

tor), performing an agglomerative and divisive strategy to build the child dendrograms

from the mate process. In order to carry out an in-depth search to improve the solu-

tions given by EMHC, several evolutionary strategies of local search have been defined.

Formal details of all these issues have been given in Chapter 6.

The theoretical contributions introduced by our model (and the ones that also led

to this model, Chapter 5) have allowed EMHC to find better solutions than other meth-

ods, as shown in the results given by the experimental evaluation on three public data
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sets containing DNA microarray data. Several reference clustering methods (Agnes, Di-

ana, Eisen, HybridHclust and TSVQ) have been compared to the EMHC method based

on internal and external cluster validity measures. As a general result, EMHC has

performed well according to homogeneity and separation as well as according to a refer-

ence partition (JC measure, Jaccard Coefficient) of the chosen gene expression data set.

Moreover, the experimental evaluation of the intrinsic key factors of the EMHC method

(fitness function, mutation and crossover operators) has shown low sensitivity of EMHC

with respect to some user parameters as crossover and mutation probabilities or the

number of clusters, which is always a desirable feature of any software system. Another

important result of our experiments has been that a genetic algorithm is not enough to

deal with the problem of finding an optimum dendrogram in the search space. Hence,

we have introduced several constraints and heuristics to make this problem tractable.

Finally, EMHC can be installed in the R language ( [16]) as a software-package, and is

publicly available (under licence of R-Project, CRAN repository) along with the user

manual at http://cran.r-project.org/web/packages/clustergas.

To conclude this section, note that our evolutionary model has also been con-

ceived as an alternative to the existing methods of hierarchical clustering, which face

difficulties such as:

• Most of hierarchical clustering methods assume that the proximity matrix does

not contain ties (repeated values), otherwise the way in which these methods

perform could turn out ambiguous [8, 9];

• Many of these methods follow a greedy algorithm strategy to build up dendro-

grams and do not offer the possibility of correcting errors found in the pro-

cess [137];

• The biological data are very different from other kinds of data and the methods

applied on them are of general purpose, a fact which leads to the need of proposing

new methods able to capture the complex processes taking place at the cellular

level [137,210].
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9.2 Conclusion on 3D-VisualCluster

The main goal of this research has been to provide an evolutionary framework for the

analysis of gene expression data, where an evolutionary model (EMHC) has been joined

to a visualization tool (3D-VisualCluster) to increase the performance of the knowledge

discovery task on the data. To do this, we have first developed an approach of DNA

microarray data analysis focused on the theory of metric spaces, which has allowed

us to develop an algorithm to find cluster boundary gene-points. From the boundary

gene-points, we have also defined another algorithm to approximate (reconstruct) the

surface of a cluster and represent reference partitions of a data set in a 3D space.

The new visualizations of our visual model have been combined with other ex-

isting DNA microarray visualizations, such as heat maps, dendrograms and parallel

coordinates, that the framework provides through linked views. This way, the visual

analytics process can be achieved. Furthermore, we have defined a methodology to be

followed by the user in both, visual cluster analysis and result validation, which is based

on a set of tasks related to the visualizations given by the tool. On the other hand,

since the 3D-VisualCluster tool has been linked to the R language [16], the results of

clustering methods implemented in R can be visually analyzed by the tool. Moreover,

as R is a programming language used in Bioinformatics, most clustering methods are

implemented as software-packages in R.

In conclusion, we have decided to combine existing visualizations with the new

ideas in our approach, so as to capitalize on the added value gained from interaction

between these approaches and thus maximize the benefits to the user. A first prototype

and additional material of tool 3D-VisualCluster have been developed and published at

http://www.analiticavisual.com/jcastellanos/3DVisualCluster/3D-VisualCl

uster.

9.3 Future Work

The development of the evolutionary framework presented in this research has opened

new expectations regarding the following step to continue this work. The future lines of
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research are, on one hand, aimed to study the behavior of other evolutionary optimiza-

tion strategies on the problem addressed here, PFBD1. This way, the results reached by

each used evolutionary strategy could be compared. In this context and since we have

given a representation in form of a graph of the dendrogram search space on a data

set in Chapter 5, and the algorithms of ant colony system ( [79–81]) perform well on

graph structures, it would be interesting to explore such an alternative in the proposed

evolutionary framework. However, the application of algorithms of ant colony system

to our problem is not trivial matter and so, this would start a new line of research.

On the other hand, even though our evolutionary framework introduces a new

approach of visual cluster analysis from DNA microarray data, it does not yet include

some partial knowledge from experts of the problem domain. Since the selection of

a specific clustering algorithm and the cluster validity measures in cluster analysis is

usually obtained by combination of some evaluation criterium and the user experience

[137], we can then couple such information (expert knowledge) to the evolutionary

framework to reduce the user effort and improve the understanding of both, the data

and applied algorithms. However, this could turn the cluster analysis task into a

supervised process.

1The problem of finding the best dendrogram on a data set.
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Chapter 9

Conclusiones

E
n este trabajo de investigación se ha presentado un framework visual evolutivo

como investigación global. Este framework, fusiona un modelo evolutivo de

clustering jerárquico con un enfoque de anaĺıtica visual que permite incrementar

el rendimiento de la tarea del análisis de cluster sobre datos de DNA-microarrays.

Como se ha explicado, nuestro primer objetivo ha sido, entonces, definir el framework

evolutivo para el análisis de cluster a partir de datos de expresión génica. Para llevar

a cabo esta tarea, se han definido varios sub-objetivos tal y como se han enumerado

en el Caṕıtulo 1. La consecución de cada uno de ellos se ha descrito en los diferentes

caṕıtulos de esta memoria de tesis. Aśı pues, en el primer caṕıtulo, se enunciaron los

problemas existentes en el análisis de cluster y la necesidad de nuevos enfoques que

contribuyan a progresar en el campo de estudio.

Por otra parte, en el segundo caṕıtulo, se introdujo el dominio de aplicación sobre

el cual hemos investigado, el análisis de datos procedentes de DNA-microarrays. Este

caṕıtulo se ha centrado en describir la tecnoloǵıa de microarrays y en este contexto,

se establecieron los principales retos en el análisis de datos de DNA-microarrays y su

importancia para la salud humana. Cabe destacar sobre este aspecto, que la diagnosis

a partir de datos de DNA-microarrays está demandando nuevas técnicas y modelos,

capaces de integrar sistemas inteligentes que puedan ser empleados por los especialistas

en la toma de decisión cĺınica (TBM, Translational Biomedicine).

En consecuencia con lo anterior, en el Caṕıtulo 3, se analizaron las técnicas del
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análisis de cluster no supervisado, y en el Caṕıtulo 4, se estudiaron los algoritmos

evolutivos como una de las técnicas más recientes en el análisis de cluster sobre datos

de DNA-microarrays. En primer lugar, en el Caṕıtulo 3 se presentaron: el proceso del

análisis de cluster, una revisión de las técnicas de validación de cluster y los métodos

de clustering existentes, aśı como, su rendimiento sobre datos de expresión génica. La

necesidad de validar visualmente los resultados de un clustering, nos condujo también,

a hacer una revisión de técnicas de visualización relacionadas a DNA-microarrays y a

construir una tabla comparativa de componentes visuales, actualmente empleados por

las herramientas de visualización de microarrays.

El análisis de datos provenientes de DNA-microarrays, con frecuencia, involucra

procesos complejos, donde factores como, la alta dimensionalidad de las caracteŕısticas,

el bajo número de muestras o la presencia de clusters interrelacionados hacen que esta

tarea sea verdaderamente dif́ıcil. Con el objetivo de lograr una mejor adaptación a este

dominio de aplicación y enfrentar tales problemas, hemos introducido en el Caṕıtulo 4,

la teoŕıa de los algoritmos genéticos y hemos presentado también, una revisión de su

aplicación al análisis de cluster sobre datos de DNA-microarrays.

A partir de aqúı, la primera contribución relacionada con nuestra hipótesis de

trabajo primario, se basó en demostrar que el problema de la búsqueda del mejor den-

dograma sobre un conjunto de datos, es un problema NP-completo (PFBD). la de-

mostración formal de esta hipótesis aparece en el Caṕıtulo 5, aportándose también

una caracterización formal del espacio de búsqueda asociado a este problema. Inde-

pendientemente de las aplicaciones, tanto prácticas como teóricas de este problema,

clasificarlo en la clase NP-completo, nos garantiza, que una buena solución encontrada

a este problema, seŕıa una buena solución también, para cualquier problema de esta

clase y viceversa, tal como se ha explicado en el Caṕıtulo 5.

Por otra parte, los resultados anteriores, motivaron y justificaron la segunda

parte de nuestra hipótesis, para lo cual, en el Caṕıtulo 6 se desarrolló un modelo

evolutivo de clustering jerárquico para resolver el problema PFBD y alcanzar soluciones

subóptimas. Bajo este modelo se desarrolló un algoritmo genético junto con varias

heuŕısticas evolutivas, todo ello, enfocado a encarar el problema PFBD. De la aplicación

de nuestro modelo al análisis de cluster de datos provenientes de DNA-microarrays,

surgió la necesidad de emplear técnicas de visualización para validar los resultados de

clustering y compararlos con los de otros métodos. En este sentido, en el Caṕıtulo 7, se
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introdujo la tercera contribución de este trabajo de investigación, el modelo visual para

el análisis de cluster sobre datos de DNA-microarrays. El resultado práctico de tal

modelo fue el desarrollo de una herramienta de visualización de datos de microarrays,

denominada 3D-VisualCluster, la cual es capaz de interactuar con el modelo evolutivo

de clustering definido en el Caṕıtulo 6.

Finalmente, en el Caṕıtulo 8 se describieron todos los resultados alcanzados

por nuestro framework evolutivo, como una fusión del modelo evolutivo con las vi-

sualizaciones de la herramienta 3D-VisualCluster a partir de tres conjuntos de datos de

DNA-microarrays. Como resultados globales tenemos que, la fusión de ambos enfoques

para crear el framework evolutivo, resultó de gran ayuda en la comprensión de los

datos, proporcionando también, conocimiento acerca de los métodos de clustering em-

pleados. Además, se han introducido nuevos componentes de visualización, los cuales

pueden utilizarse para validar otras visualizaciones existentes, tal como las mostradas

en la Tabla 3.1 del Caṕıtulo 3. A partir de este framework evolutivo, se ha demostrado

también, que nuestro método evolutivo de clustering presenta un buen desempeño y

que éste es capaz de encontrar mejores soluciones que los otros métodos. Esto no

sólo fue mostrado a través de las medidas de validación de clusters, sino también, con

visualizaciones de los resultados. De esta manera, la parte visual de nuestro framework,

es capaz de visualizar resultados de los clusterings calculados, evaluar visualmente las

medidas de validez de cluster y lo que es más importante, validar un componente de

visualización con otro. En consecuencia, los resultados expuestos permiten demostrar

que el framework evolutivo propuesto, es una poderosa herramienta para el análisis

de cluster de datos provenientes de DNA-microarrays, y que no sólo lo es para nuestro

modelo evolutivo, sino también para cualquier método de clustering jerárquico que

desee incluir al proceso. Nótese que de esta forma se han alcanzado los objetivos

propuestos en el Caṕıtulo 1, tal y como se ha descrito desde el Caṕıtulo 5 hasta el

Caṕıtulo 8 de esta memoria.

9.1 Conclusión sobre EMHC

Como ya se ha mencionado, en este trabajo de investigación se ha propuesto un modelo

evolutivo, orientado a la construcción de clusterings jerárquicos a partir de datos de

DNA-microarrays. Prefijando los parámetros de este modelo, se obtuvo el método
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espećıfico EMHC, el cual proporciona nuevos operadores que evalúan y transforman

dendogramas, basándose en la propia definición de clusterings. Asimismo, se han intro-

ducido estrategias and restricciones para reducir la complejidad del espacio de búsqueda.

En concreto, estas estrategias se han centrado en: i) la reducción del número de niveles

de los dendogramas mediante la poda de aquellos niveles con información no valiosa

(ruido), ii) la reducción del tiempo de ejecución de las funciones de aptitud a partir de

tres lemas fundamentales, y iii) la partición del espacio de búsqueda en vecindades para

establecer las diferencias entre óptimo local y óptimo global. Espećıficamente, hemos

introducido tres operadores genéticos (dos operadores de mutación y un operador de

cruce), los cuales desarrollan estrategias aglomerativas y divisivas en la construcción

de los dendogramas hijos durante la etapa de reproducción. Con el objetivo de realizar

una búsqueda en profundidad para mejorar las soluciones encontradas por el método

EMHC, se han desarrollado varias estrategias evolutivas de búsqueda local. Los de-

talles sobre cada una de las caracteŕısticas anteriores, todas ellas relativas al modelo

evolutivo, se han detallado en el Caṕıtulo 6.

Las caracteŕısticas soportadas por los resultados teóricos expuestos en el

Caṕıtulo 5 e incluidas en el modelo propuesto, han permitido a EMHC, encontrar

mejores soluciones que el resto de los métodos. Esto se ha demostrado, a través de

los resultados alcanzados en la evaluación experimental realizada sobre tres conjuntos

de datos de DNA-microarrays. Varios métodos de clustering de referencia (Agnes,

Diana, Eisen, HybridHclust and TSVQ) se compararon con EMHC, basándonos en la

evaluación de las medidas de validez de cluster, tanto internas como externas. Como

resultado general, tenemos que el funcionamiento de EMHC es bueno respecto a ho-

mogeneidad, separación y a una partición de referencia (medida JC, Jaccard Coef-

ficient) del conjunto de datos de expresión génica seleccionado. Aún más, la eval-

uación experimental de los factores claves e intŕınsecos de EMHC (función de apti-

tud, operadores de mutación y cruce) han demostrado poca sensibilidad respecto a

algunos parámetros definidos por el usuario, como son las probabilidades de cruce y

mutación, el número de clusters (lo cual es siempre una caracteŕıstica deseable para

cualquier software). Otro resultado, no menos importante de nuestros experimentos,

es que un algoritmo genético por śı solo, no es suficiente para abordar el problema

de encontrar un dendograma óptimo en el espacio de soluciones de todos los posibles

dendogramas. Por esta razón, se han definido varias restricciones y heuŕısticas para
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convertir este problema intratable en un problema tratable. Finalmente, EMHC puede

ser instalado en R ( [16]) como un paquete-software, y está públicamente disponible

(bajo licencia de R-Project, repositorio CRAN) junto con el manual del usuario en

http://cran.r-project.org/web/packages/clustergas.

Para concluir este apartado, se quiere hacer notar que el modelo evolutivo

propuesto se ha desarrollado también, como una alternativa respecto a los métodos

existentes de clustering jerárquico, los cuales presentan dificultades como:

• La mayoŕıa de los métodos de clustering jerárquicos, asumen que la matriz de

proximidad no contiene valores repetidos, en otro caso, el funcionamiento de estos

métodos pudiera ser ambiguo [8, 9];

• Muchos de estos métodos, siguen una estrategia voraz para construir los dendo-

gramas, no dando la posibilidad de corregir posibles errores en el proceso [137];

• Los datos biológicos suelen ser muy diferentes del resto de datos, por lo que, los

métodos aplicados sobre ellos son de propósito general, lo cual nos conduce a

proponer nuevos métodos con la capacidad de capturar los complejos procesos

ocurridos a nivel celular [137,210].

9.2 Conclusión sobre 3D-VisualCluster

El principal objetivo de esta investigación a nivel práctico ha sido brindar un framework

evolutivo, orientado al análisis de datos de expresión génica, donde un modelo evolutivo

(EMHC) se une a una herramienta de visualización (3D-VisualCluster), con el objetivo

de incrementar el rendimiento de la tarea de extracción de conocimiento a partir del

análisis de los datos. Con este fin, se ha desarrollado un enfoque de análisis visual de

datos de DNA-microarrays, basado en la teoŕıa de los espacios métricos, lo cual nos

ha permitido construir un algoritmo para encontrar los puntos (genes) frontera de un

cluster. A partir de los puntos frontera, se pudo construir otro algoritmo para aproxi-

mar (reconstruir) la superficie de un cluster y representar particiones de referencia de

un conjunto de datos, todo en el espacio tridimensional.

Las nuevas visualizaciones propuestas se combinan con otras visualizaciones de

DNA-micoarrays existentes, tales como, mapa de colores (heat map), dendogramas y co-

ordenadas paralelas, que nuestro framework ofrece a través de vistas enlazadas dentro
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de la aplicación desarrollada. De esta forma, se dispone de una herramienta-software

para realizar el proceso de anaĺıtica visual. Adicionalmente, se definió una metodoloǵıa

a seguir por el usuario en el análisis visual de cluster y la validación de los resulta-

dos, a partir de un conjunto de tareas relacionadas a las visualizaciones ofrecidas por la

herramienta. Por otra parte, y dado que la herramienta 3D-VisualCluster está enlazada

al lenguaje R [16], los resultados de cualquier método de clustering implementado en R,

puede analizarse visualmente con esta herramienta. Además, como R es un lenguaje de

programación ampliamente utilizado en el campo de la Bioinformática, la mayoŕıa de

los métodos de clustering están implementados en R, a través de los correspondientes

paquetes de software desarrollados por la comunidad, y a priori, son utilizados por

parte de la herramienta desarrollada.

En conclusión, se ha decidido combinar la visualizaciones existentes con las con-

tribuciones de este trabajo de investigación, con el objetivo de resaltar el valor añadido

proveniente de la interacción entre enfoques distintos y, por tanto, maximizar los benefi-

cios de cara al usuario final. Un primer prototipo de la herramienta 3D-VisualCluster,

aśı como, información adicional se puede encontrar en http://www.analiticavisual.

com/jcastellanos/3DVisualCluster/3D-VisualCluster.

9.3 Trabajo Futuro

El desarrollo del framework evolutivo presentado en esta investigación, ha abierto

nuevas fases y expectativas para la continuación de este trabajo. Las ĺıneas futuras

de investigación están orientadas, por una parte, al estudio del comportamiento de

otras estrategias de optimización evolutiva sobre el problema investigado en este tra-

bajo, PFBD1. De esta forma, podŕıamos comparar los resultados alcanzados por las

diferentes estrategias evolutivas empleadas. En este contexto y del hecho de haber

dado en el Caṕıtulo 5, una representación del espacio de búsqueda de los dendogramas

en forma de grafo, y de que los algoritmos de sistemas de colonias de hormigas ( [79–81])

tienen un buen funcionamiento sobre estructuras de grafos; seŕıa interesante explorar

tal alternativa en el framework evolutivo propuesto. Sin embargo, la aplicación de

los sistemas de colonias de hormigas a nuestro problema, no es una tarea trivial y por

tanto, esto podŕıa generar una nueva ĺınea de investigación.

1El problema de encontrar el mejor dendograma sobre un conjunto de datos.
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Por otra parte, aún cuando nuestro framework evolutivo, introduce un nuevo

enfoque de análisis de cluster visual sobre datos de DNA-microarray, éste no incluye

conocimiento parcial de expertos en el dominio del problema. En el ámbito del análisis

de cluster, la elección de un algoritmo espećıfico de clustering y las medidas de validez

de los clusters obtenidos, se establecen normalmente mediante la combinación de algún

criterio de evaluación y la experiencia del usuario [137]. Entonces, se puede plantear

la posibilidad de incluir información (conocimiento experto) al framework evolutivo

para reducir el esfuerzo del usuario, además de mejorar la comprensión de los datos y

de los algoritmos aplicados. No obstante, hay que tener en cuenta que este enfoque,

pudiera convertir el proceso del análisis de cluster no supervisado, en supervisado.
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Appendix B

Data Dimensionality Reduction

D
imensionality reduction algorithms ( [93, 98, 245]) map a data set of n rows

of a d-dimensional space on an m-dimensional space, where m < d. The aim

is to project the data onto a low dimensional space so as to retain as much

structure as possible.

Linear projections express m features as linear combinations of the original d

features; that is, yi = M · xi, where yi is an m-place column vector, M is a matrix of

m× d and xi is a d-place column vector, i ∈ [1, n]. Linear projection methods preserve

the character of the data. One of the techniques most commonly used to linearly reduce

the dimensionality of a space is principal component analysis (PCA) [77,142,219], which

is used in our framework.

B.0.1 Principal Component Analysis

Given X denoting an n × d matrix of real-valued gene expression data [137], and xij

the expression level of the ith gene in the jth condition. If C is the condition covariance

matrix of X, then the eigenvectors of C define a linear projection that replaces the

features in the raw data with uncorrelated conditions. These eigenvectors also provide a

link between cluster analysis and factor analysis [8,35]. Since C is a d×d positive definite

matrix, its eigenvalues are real and can be computed via the equation |C − λ · I| = 0,

being λ1 ≥ λ2 ≥ · · · ≥ λd ≥ 0.

A set of corresponding eigenvectors, {c1, c2, . . . , cd} is ordered accordingly, where
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every eigenvector satisfies the following condition C ·cj = λj ·cj , j ∈ [1, d]. Eigenvectors

are nonzero vectors which form a d-dimensional orthonormal basis that, when a linear

transformation is applied to them, may change in length but not direction.

The m× d matrix of transformation Mm is built by transposition of the first m

eigenvectors of the covariance matrix (either correlation matrix or least square matrix)

C, namely {ct1, ct2, . . . , ctm}. Eigenvectors are also called principal components.

Mm projects the gene space into an m-dimensional subspace whose axes are in

the directions of largest eigenvalues of C:

yi = Mm · xi, i ∈ [1, n]. (B.0.1)

The genes projected can be written as:

Pm =















yt1

yt2
...

ytn















= X ·Mt
m. (B.0.2)

Note xi as a row vector of X is the original gene (or object) and yi is the

corresponding projected gene. Equation (B.0.1) is called eigenvector transformation

(or eigengene transformation, in our case).

Projection of data into singular value decomposition subspaces and visualization

with scatter plots can reveal structures in the data that will be used in the classification

process. In the case of gene expression analysis, one may want to cluster conditions in

a diagnostic study or cluster genes in a systems biology study.

As an exploratory data analysis technique, PCA can be used to detect outliers,

uncover data structures that account for a large percentage of the total variance and

create new hypothetical constructs that may be employed to predict or classify obser-

vations into clusters.
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Appendix C

Metric Spaces

Definition C.1. Metric spaces.

If E is an arbitrary set and ρ : E × E → R a mapping called the distance, then the

pair < E, ρ > (abbreviated to E) is a metric space if ρ is a metric defined on E. That

is, for all points x, y, z ∈ E, the following are satisfied:

1. Positiveness: ρ(x, y) > 0 if x 6= y, and ρ(x, x) = 0.

2. Symmetry: ρ(x, y) = ρ(y, x).

3. Triangle inequality: ρ(x, z) ≤ ρ(x, y) + ρ(y, z).

Definition C.2. Bounded metric spaces.

Let E be a metric space consisting with the metric ρ. If there exists a positive number

k such that ρ(x, y) ≤ k for all points x, y ∈ E, then we say that E is a bounded metric

space.

Definition C.3. Diameter of a subset of a metric space.

Let A be a subset of a metric space E. Consider the set of non-negative real numbers

{ρ(x, y) | x ∈ A, y ∈ A}. If this set is bounded, then it has supremum, denoted δ(A),

which is called the diameter of A.

Definition C.4. Distance between two subsets.

Let A and B be two subsets of a metric space E. The set of real numbers {ρ(x, y) |
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x ∈ A, y ∈ B}, is bounded below by zero. Its infimum, denoted by ρ(A,B), is called

the distance between A and B.

In the case that A and B can be considered as clusters, other definitions of

distance between them can be given [8].

Definition C.5. Subspace of a metric space.

Let E be a metric space with the metric ρ, and let E′ be a proper subset of E. Let ρ′

be the restriction of ρ to E′ ×E′, so that ρ′(x, y) = ρ(x, y) for all x and y in E′. Then

ρ′ is called an induced metric and E′ with the metric ρ′ is called a subspace of E.

The gene expression matrix (m × n) of a DNA microarray can be viewed as a

subspace of Rn (see Proposition D.1, Appendix D).

Definition C.6. Balls.

If a is a point in a metric space E with the metric ρ, then the set of all points x ∈ E

such that ρ(a, x) < r, where r > 0, is called a ball (or neighborhood) of centre a and

radius r, and is denoted by N(a, r).

Definition C.7. Open sets.

If A is a subset in a metric space E, the point a ∈ A is said to be an interior point of

A if it is the centre of a ball which consists only of points in A. The set of all interior

points of A (IntA) is called the interior of A. If every point of A is interior, then A is

called an open set.

Definition C.8. Adherent points.

If A is a subset of a metric space E, the point a ∈ E is said to be an adherent point of

A if every ball with centre a contains a point of A.

Definition C.9. Closure.

If A is a subset of a metric space E, the closure of A, denoted by A, is the set of all

adherent points of A. Clearly, A ⊂ A. If A = A, we say that A is closed.

Definition C.10. Exterior points.

A point is said to be an exterior point of A if it is an interior point of the complement

Ac. The exterior of A (Ext A) is the set of all exterior points of A.
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Definition C.11. Frontier points.

The set A∩Ac, which is not necessarily empty, is called the frontier of A, denoted FrA.

The boundary of a set A, denoted BdA, is the part of the frontier of A which belongs

to A.
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Appendix D

Theoretical Results of Chapter 7

Proposition D.1. Gene subspace.

Consider the metric space Rd and without loose of generality, the Euclidean distance

ρ′ defined on Rd. Let Xn×d be a gene expression matrix of DNA microarray data, and

let Gd
n be a set consisting of all row points (genes) in Xn×d. Then Gd

n is a bounded

subspace of Rd with the induced metric ρ with ρ(gx, gy) = ρ′(gx, gy), for gx and gy

genes in Gd
n.

Proof: This proposition can be easily verified from definitions C.1, C.2 and C.5 from

Appendix C.

Proposition D.2. Closed cluster.

If Gd
n is a gene metric space with a metric ρ, then every cluster C of Gd

n is a closed set

(closed cluster) in Gd
n.

Proof: From Definitions C.8 and C.9, it is necessary to prove that C = C. We do this

by reductio ad absurdum. Suppose that x ∈ Gd
n is an exterior gene of C (see Definition

C.10) that is also an adherent gene of C. Then x ∈ C and C 6= C, and moreover,

∀r ∈ R,∃a ∈ C, a ∈ N(x, r) (see Definition C.6). If, in particular, r = ρ(x,C)/2 (see

Definition C.4), then ∄a ∈ C such that a ∈ N(x, ρ(x,C)/2), and so x /∈ C, which is a

contradiction to our previous assumption. Hence, x ∈ C, C = C and thus C is closed. �
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Definition D.1. Extreme gene.

Let C be a cluster of a gene metric space Gd
n. A gene g ∈ C such that g = (x1, x2, . . . ,

xi, . . . , xd) is said to be an ith extreme gene (or an extreme gene) of C, i ∈ [1, d], if

either xi ≥ x′i or xi ≤ x′i ∀g′ = (x′1, x
′
2, . . . , x

′
i, . . . , x

′
d) ∈ C \ {g}. An ith extreme gene

g ∈ C is denoted as gi≻ when xi ≥ x′i or gi≺ when xi < x′i in the above mentioned

condition. The set of all extreme genes of C is denoted by ExmC.

Proposition D.3. Extreme genes and cluster boundary.

If g = (x1, x2, . . . , xi, . . . , xd) is an ith extreme gene of a cluster C of Gd
n, then g ∈ BdC.

Proof: It is enough to prove that g ∈ C is not an interior gene of C. This is true

because in any ball N(g, r) with r > 0, we can find a gene g′ = (x′1, x
′
2, . . . , x

′
i, . . . , x

′
d)

with either x′i > xi or x′i < xi (according to the case) such that g′ is an ith extreme

gene of C ∪ {g′} and ρ(g′, g) < r, i ∈ [1, d]. This implies that g′ ∈ N(g, r) and g′ /∈ C,

so g is not an interior gene in C and hence g ∈ BdC. �

Proposition D.4. Cardinality of Pm.

Since Pm is the set of mid-points, where 2d extreme points are achieved from an iteration

of ClusterBoundary, the cardinality of Pm is Card(Pm) = 2d(d − 1).

Proof: The number of mid-points computed from extreme points, and that satisfy

module (III) of the algorithm, can be expressed as 4

d−1
∑

i=1

(d− i). Expanding this expres-

sion, the required result is reached. �

Proposition D.5. Runtime of ClusterBoundary

The temporal complexity of ClusterBoundary for computing the cluster boundary in a

gene metric space Gd
n is O(k2), where k is the size of the cluster.

Proof: Module (I) of this algorithm can run in d × k steps, and each of the other

modules can run in d2 steps. The above results are proven directly for modules (I)

and (II), while for modules (III) and (IV) the proof uses proposition D.4. Hence, the

order of one iteration of the algorithm is O(k × d). On the other hand, the number of

iterations performed by the algorithm satisfies the inequality k − (i− 1)d ≥ 0, where
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i is the number of iterations. Solving this inequality, we observe that the number of

iterations is bounded by k
d + 1 and so, the order of ClusterBoundary is O(k2). �
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