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ABSTRACT In recent years, the use of Learning Management Systems (LMS) has grown considerably.
This has had a strong effect on the learning process, particularly in higher education. Most universities
incorporate LMS as a complement to face-to-face classes in order to improve the student learning process.
However, not all teachers use LMS in the same way and universities lack the tools to measure and quantify
their use effectively. This study proposes a method to automatically classify and certify teacher competence
in LMS from the LMS data. Objective knowledge of actual LMS use will help the university and its faculty
to make strategic decisions. The information produced will be used to support teachers and institutions
in the classification and design of courses by showing the different LMS usage patterns of teachers and
students. In this study, we processed the structure of 3,303 courses and two million interactive events to
obtain a classification model based on LMS usage patterns in blended learning. Three clustering methods
were compared to find which one was best suited to our problem. The resulting model is clearly related to
different course archetypes that can be used to describe the actual use of LMS. We also performed analyses
of prediction accuracy and of course typologies across course attributes (academic disciplines and level and
academic performance indicators). The results of this study will be used as the basis for an automatic expert
system that automatically certifies teacher competence in LMS as evidenced in each course.

INDEX TERMS Clustering methods, data mining, learning systems, machine learning.

I. INTRODUCTION
Initially, LMS were designed for distance learning, but cur-
rently many universities and colleges use them as a comple-
ment to face-to-face classes. More andmore colleges, schools
and universities have incorporated these systems to enhance
student learning [1]. In higher education, the adoption of
LMS is a universal phenomenon with high rates of use and
student satisfaction [2].

There are many factors that support the use of LMS for
educational purposes [3], [4]. These systems provide flexibil-
ity in terms of time and space, support advanced interactivity
between students and teachers and facilitate the reusability
of resources. They also allow teachers to distribute learn-
ing materials, create and manage thematic debates and bul-
letin boards, survey and assess students, integrate on-line
resources, create collaborative glossaries and manage grades.
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However, not all teachers perceive these benefits [5]. There
may be concerns among some faculty members regarding the
adoption of LMS such as complexity, time, management and
logistics [6]. As a result, in most cases, teachers simply use
basic LMS features such as uploading files and posting their
syllabus [3], [7]. If they were aware of different LMS usage
strategies and their advantages were verified, they would be
able to use them more often and more efficiently.

Most face-to-face educational institutions are encourag-
ing their teachers to use LMS. In many cases, teachers are
completely free to decide on their LMS strategy, resulting
in multiple ways of blending. In this context, directors of
educational institutions would like to know how teachers and
students use LMS in order to automatically establish and
categorize different classes and profiles of use. Consequently,
theywould be able to apply actionable intelligence to improve
student success [8], enhance education planning and develop
precise prediction models to prevent dropout [9]. Given the
high use of LMS, it is important to take full advantage of
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their potential. LMS (such asMoodle, Blackboard or Canvas)
capture and store each user’s online behavior data in the
system (both teachers’ and students’) by generating large
and varied data sets providing the opportunity to discover
valuable information. Based on this data, it would be possible
to analyze and interpret the activity and use of LMS in
every course. Educational Data Mining (EDM) enables us to
discover useful information from LMS to help educational
institutions enhance the management of their resources.

Moreover, many national teacher accreditation systems are
based on teaching quality programs that evaluate compe-
tence in technology-based learning. As a result, teachers are
asking for LMS-use certificates from university institutions.
Currently this task is done manually by experts or with overly
basic metrics based on presence/absence of LMS activity.
It would be interesting to be able to automatize this certifi-
cation process.

To sum up, the adoption of analytics in higher education
is a transformative process that is of immense value [10],
spanning the full scope and range of activity and affecting
administration, research, teaching and learning.

In this study, 3,303 courses taught at a Spanish public
university were analyzed regarding the use of institutional
LMS by both teachers and students. This study is part of a
larger one that pursues a dual objective: 1) to classify courses,
detect best practices of LMS use and give recommendations
to improve academic results; and 2) to offer educational
institutions a tool in order to certificate the use of LMS. Thus,
the specific aim of the study described in this paper is to
answer the following research questions:
• RQ1: What typologies of LMS usage can be automati-
cally identified when the LMS is used as a complement
to face-to-face learning?

• RQ2: How do clustering methods detect courses that
present different LMS usage patterns?

• RQ3: What are the instructional characteristics of the
different course clusters?

• RQ4: Is there any relationship between the clusters and
academic performance?

• RQ5: Can the classification rules extracted for an aca-
demic year predict the structure for the next one?

The remainder of this paper is organized as follows.
In Section II, a review of the related work is presented.
Section III describes the context and the data mining process
implemented in this study, along with the methods used.
In Section IV, the results of this study and their analyses
are presented. Finally, Section V contains the outcomes and
insights regarding future work.

II. ACADEMIC ANALYTICS AND EDUCATIONAL DATA
MINING IN LMS
Academic Analytics and Educational Data Mining have
emerged in the field of education to add real value to the
increasing volume of data on instruction, assessment and
student effort [11], [12]. Academic Analytics and Educa-
tional Data Mining for higher education are providing new

opportunities for the faculty; since they can improve learning,
transform the university, increase organizational productivity
and effectiveness and help to understand the institution’s
successes and challenges, etc. [10].

Academic Analytics is the process of evaluating and ana-
lyzing organizational data sets received from university sys-
tems in order to report and improve decision-making [13].
It combines selecting large institutional data sets, statisti-
cal analysis, and predictive modelling to create intelligence
upon which teachers, or faculty administrators, can improve
decision making and academic success. Academic analytics
has the potential to improve teaching, learning, and student
success and might become a valuable tool in institutional
improvement and accountability.

On the other hand, Educational Data Mining arose as a
paradigm designed to develop new methods and algorithms
in order to explore educational data and to discover valuable
hidden patterns that could be used to make decisions and
predictions in educational systems [14]–[16].

LMS logs can provide useful insights into student online
behavior, since these data sets are captured in real time and
reflect aspects of users’ behavior that contain very valuable
information for educational institutions. The integration of
LMSwith face-to-face instruction presents unique challenges
to implement analytics since they can be combined in myriad
ways that are difficult to define and analyze [17].

In recent years, there have been important reviews regard-
ing EDM techniques and educational methods used in
LMS [18]–[22]. These papers show how most work focuses
on modelling student behavior and predicting student perfor-
mance. There are a lot of studies regarding clustering stu-
dents but very few regarding clustering or grouping courses.
Moreover, qualitative interpretation of clusters by explaining
the use of LMSby teachers and students, as well as supporting
institutions and teachers in the development of data-driven
course planning are also important fields of research.

Table 1 summarizes the methodologies and results of sev-
eral studies on the characterization of courses according to the
level of LMS usage. It shows the methods and features used,
as well as the findings and classes identified in the analysis.
Different methods are used to detect hidden usage patterns in
LMS: statistical methods, visual information and data min-
ing techniques (for example, classification and clustering),
where the choice depends on the objectives of the analy-
sis [23]. Most studies use logs for data collection. However,
Iwasaki et al. [24] use questionnaires that teachers have to fill
out. Then, they identify three categories of courses (knowl-
edge construction, knowledge transmission and mixed) by
applying descriptive statistics to the results of questionnaires.
Finally, they propose methods for supporting teachers in the
development of course plans that encourage active learning.

Frintz [25], Rhoe et al. [26] and Park and Jo [27] do not
use any data-mining techniques either, but instead they cal-
culate descriptive statistics (such as median, mean, quartiles
or maximum) to characterize courses and to define the most
used features.
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TABLE 1. Summary of studies regarding the characterization of courses.

On the other hand, Whitmer et al. [28] apply k-means
clustering to a data set of 18,810 courses (after filtering
the initial 70,000 courses from 927 institutions), identifying
five course design patterns used by teachers (supplemental,
complementary, social, evaluative and holistic). This study
shows that there is real diversity in the way in which LMS
is used, in contrast to other research that tends to view course
design as something gradual characterized by an incremental
level of use [25], [30]. Diversity in LMS usage patterns is
also supported by other authors [27], [29], [31]. For example,
Park et al. [29] use Latent Class Analysis (LCA) to extract
common activity features of 616 higher education courses.
They identify four classes of blended-learning courses based
on different use patterns more than on incremental use.
In addition, Jo et al. [31] apply three different clustering
techniques to 2,639 higher education courses and find four
clusters which are considerably uncompensated, each with
different use strategies (forum-based, quiz-based, wiki-based
and resource-based).

These studies use data mining to establish the clus-
ters. However, they have some limitations. For example,
Valsamidis et al. [30] analyze a very small number of courses
(only 39). Jo et al. [31], [32] are focused on comparing the
results obtained through different clustering methods and do
not go on to analyze their characteristics and implications.
Moreover, these studies do not analyze whether the clas-
sification rules for an academic year predict the behavior
for the following one, or what the instructional character-
istics of the different course clusters are, or their relation
to the students’ academic performance. On the other hand,

Park and Jo [27] do an interesting analysis of activity patterns
across course attributes (undergraduate vs. graduate, colleges
and selective vs. mandatory). However, they do not use data
mining to group the courses and only consider the top-five
most frequently used activity items.

III. METHODOLOGY
This study proposes a method to classify the courses taught at
a Spanish public university according to LMS usage patterns.
In the following sections, we describe the methods used as
well as research context and ethics.

A. METHODS
In this study, we followed the steps and methodology of the
KDD (Knowledge Discovery in Databases) process shown
in Fig. 1.

A MySQL database engine was used for data aggrega-
tion from the educational environment, and R for data pre-
processing and transformation as well as for the data mining
process. We used R as the data mining tool because it is a
free software environment that provides a wide variety of
statistical and graphical techniques and is widely used by
statisticians and researchers [33], [34]. We used the following
R packages: ‘caret 6.0-81’, ‘arules 1.6-1’, ‘poLCA 1.4.1’ and
‘rpart 4.1-13’. The specificmethods used in the different steps
of the methodology are described in the following sections.

1) DATA COLLECTION AND SELECTION
A preliminary phase in the data mining process is data col-
lection and preparation. Data was collected from the Moodle
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FIGURE 1. Methodology sketch.

database and the Academic Management System database
(called SIGMA) for the academic year 2015-2016. The data
from Moodle included approximately 2 million records of
log-data on teaching and learning activities of all partici-
pants (teachers and students) for each course. The data from
SIGMA included course-related administrative information
(graduate vs. undergraduate, academic center, etc.) and the
grades obtained by students in each course. To pre-process
and link the Moodle and SIGMA data, we used SQL scripts
and created a summary table of the courses with aggre-
gated information about participants, activity and perfor-
mance indicators. During this process, non-linked courses
(that is, courses missing in one of the two databases), courses
without students and courses without activity were elimi-
nated, leaving a total of 3,303 pre-selected courses.

Moreover, before analyzing and classifying the courses,
it was necessary to identify and select the cases of interest-
ing information, in order to maximize efficiency and valid-
ity [35]. We selected all cases that met some predetermined
criterion of importance, that is, the courses with at least five
students enrolled (since this is the minimum number of stu-
dents required for an optional course to be taught, according
to the AcademicManagement Regulation of the University of
Valladolid). Finally, 3,046 courses were selected. Although
there were many studies where courses with low use of LMS
were eliminated [28], [29] we decided to leave them in to
check if the analysis itself could detect them.

Once the courses had been filtered, we transformed and
selected the variables to conduct a sound analysis of Moodle
usage patterns. AMoodle course can integrate both resources
and activities. Resources are items that teachers can use
to support learning, such as files, links, labels, pages and
folders; whereas activities are elements that allow students

to interact with one another and/or with teachers (for exam-
ple, forums, assignments, quizzes, glossaries, workshops and
wikis) [36]. Besides, it is possible to configure tools such
as the event calendar and the gradebook for management
purposes.

According to this classification, 14 variables were selected
(see Table 2). The first two variables are related to resources,
the next nine to activities and the last three to management
(gradebook and calendar). Instead of considering the different
types of resources separately, we grouped data on all of them.
Regarding activities, we only selected the three activities
with a more extensive use in the virtual campus (forums,
assignments and quizzes) and we grouped the rest in another
variable, due to their limited use.

TABLE 2. Description of variables in the summary table.

Table 2 shows the description of variables as well as who
carries out the corresponding action. ‘Resources’ counts the
digital course materials (html files, pdf or word documents,
etc.) uploaded by teachers; while ‘ResourceViews’ registers
students’ actions to view or download a resource. ‘Forums’
and ‘ForumNews’ account for forums and posts added by
teachers, respectively; while ‘ForumInteractions’ records the
students’ activity in discussion forums (posts and views).
The following six items (‘Assigns’, ‘AssignSubmissions’,
‘Quizzes’, ‘QuizSubmissions’, ‘OtherActivities’ and ‘Other-
ActivitySubmissions’) register the number of activities of
each type created by teachers and, then, the number of student
participations or submissions. The following two indicate
some measure of the use of Moodle assessment elements.
‘GradeItems’ is the number of items added manually by
teachers to the gradebook; while ‘GradeFeedbacks’ is the
volume of personalized feedback entered by teachers in
the activity module or directly in the gradebook, all of
which demonstrates a direct use of this tool. Finally, ‘Calen-
darEvents’ considers those calendar events that were entered
manually by teachers (that is, events automatically entered in
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the calendar, such as submission due dates, are excluded from
the total). All activity-related variables are normalized to the
number of students enrolled on the course.

2) DATA PRE-PROCESSING AND TRANSFORMATION
From the course summary table, a pre-selection process was
carried out by selecting features of interest. Selecting the right
features or attributes is an important taskwhen pre-processing
data. Data can contain attributes that are highly correlated
with one another, and many methods work better if these
attributes are removed [37]. Moreover, constant and almost
constant features across samples (zero and near-zero variance
predictors, respectively) also might cause failure or the fit to
be unstable [38]. Thus, we used the R function ‘findCorrela-
tion’ to identify which redundant features from dataset could
be removed, and the R function ‘nearZeroVar’ to remove both
zero and near-zero variance predictors. Then, the variables
in Table 2 showing high correlation and/or low variability of
values were removed, as explained in the results section.

Once the attributes were selected, the data was discretized
to significantly reduce the number of possible values of the
variables. Discretizing the attributes that will feed the learn-
ing system contributes to reducing learning time and could
improve the accuracy, interpretation and comprehensibility
of results [39]. Discretization divides the numerical data into
categorical classes that are easier to understand.

There are different supervised and unsupervised methods
for transforming continuous attributes into discrete ones [40].
In this study, we used an unsupervised method (k-means
clustering) with three intervals and labels (low, medium and
high) for all variables, like Romero et al. [41]. This is an
unsupervised univariate discretization algorithm that applies
the k-means clustering method to one-dimensional contin-
uous data. This type of discretization greatly reduces the
complexity of the data and makes the analysis more resistant
to outliers and extreme values [42]. Therefore, we selected the
function ‘discretize’ of the R package ‘arules’ [43] with the
discretization method cluster (k-means clustering) and three
breaks.

3) DATA MINING
Different data mining techniques were applied to obtain
knowledge from the data and to be able to classify the courses.
Specifically, we applied three clustering methods to our data
set to compare them and choose the most suitable one for
our analysis. We tested Latent Class Analysis (LCA) and
twomore traditionalmethods: K-means and hierarchical clus-
tering, since they are often used because they are easy to
understand and visualize [31].

LCA is a statistical method used in factor models, clus-
tering and regression models for testing theories regard-
ing analysis of multivariate categorical data [44]. In this
method, classes are identified and created from unobserved
categorical variables that divide a population into mutually
exclusive and exhaustive latent classes. Class membership
of individuals is unknown but can be inferred from a set

of observed variables [45]. LCA has been used in different
fields. Collins and Lanza [46] show several examples applied
to social, behavioral and health sciences.

We used the R package ‘poLCA’ for the estimation of latent
class models [47], and the ‘kmeans’ and ‘hclust’ functions for
performing k-means and hierarchical clustering, respectively.

The first step to building clusters is to decide on the number
of classes. Different studies [48], [49] suggest the use of
BIC (Bayesian Information Criterion) as a good indicator of
the number of latent classes in LCA. Moreover, silhouette
(a direct method) and gap statistic (a statistical testing
method) are good methods to determine the optimal number
of clusters for k-means and hierarchical clustering [50].

Although at least 30 clustering quality indexes have been
proposed in the literature, not all of them are applicable
to every case [51]. We measured the performance of each
method by two typically employed quantities: homogeneity
and heterogeneity [52]–[54]. Homogeneity is a measure of
the variation of the observations within each cluster, while
heterogeneity gives an idea of the separation of clusters.
Typically, the objective is to obtain clusters with low variabil-
ity within clusters and a high degree of separation between
them.We used the average distance between clusters as a het-
erogeneity measure and the average distance within clusters
as a homogeneity measure [50].

Finally, once the clustering method had been chosen
and the obtained classes had been interpreted and labeled,
we were able to use these results to classify courses for
other academic years. We selected the R package ‘rpart’ [55]
to build a decision tree with the minimum prediction error.
This decision tree was applied to data for the following year
(2016-2017) to make predictions with the R function
‘predict’. Then, we repeated the clustering analysis with these
new data to check if the decision tree generated for one
academic year could accurately predict the behavior for other
years.

B. CONTEXT
The study took place at theUniversity ofValladolid, a Spanish
public university in the city of Valladolid, with a campus
in another three cities in Castilla-y-León (Palencia, Segovia
and Soria). This institution, which was established in the
13th Century, has 25 colleges and offers more than 3,000
face-to-face undergraduate and graduate courses in different
academic disciplines. It has more than 2,000 teachers and
approximately 32,000 students on the enrolment each aca-
demic year. This institution has its own virtual campus, based
on Moodle LMS, which has been used as a support to face-
to-face classes since 2009. Moodle allows teachers to upload
and share materials, hold online discussions and chats, cre-
ate quizzes and surveys, propose and evaluate assignments,
record and manage grades and integrate other interactive on-
line activities [36]. All courses taught at the University of
Valladolid have a corresponding course in Moodle, on which
both teachers and students are enrolled. However, it is each
teacher’s decision how to use this platform, resulting in a
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use which differs in manner and intensity. In this context,
the institution is interested in classifying the courses accord-
ing to LMSusage by using an expert system that could replace
manual evaluation of teachers’ on-line competence.

C. RESEARCH ETHICS
In the field of learning and academic analytics, the main
challenge regarding ethical issues has been related to the own-
ership of the data and student privacy issues [56]. In this study,
after combining the two databases (SIGMA and Moodle) by
using course identifiers, which could reveal information on
the teachers’ identity, the course identifiers were re-codified
to minimize possible ethical issues. Moreover, since the unit
of analysis was the course, and not the student, no potential
problem of student identification was involved in this study.
In any case, student anonymity was always preserved by
removing all personal identifiers from the data. Moreover,
we did not collect any sensitive data such as racial origin,
religious beliefs or data concerning health (according to the
Spanish Law of Personal Data Protection).

IV. RESULTS AND DISCUSSION
In this section, we present and discuss the main results
obtained in the study from the data and methods described
in previous sections.

A. DATA PRE-PROCESSING AND TRANSFORMATION
After applying the methods for data pre-processing described
in Section III-A2, nine variables were selected: ‘Resources’,
‘ResourceViews’, ‘Forums’, ‘ForumNews’, ‘ForumInterac-
tions’, ‘Assigns’, ‘AssignSubmissions’, ‘GradeItems’ and
‘GradeFeedbacks’.

Table 3 shows a descriptive analysis of the nine variables of
interest. In this table, we can see how there are some heavily
skewed variables with too many zeros, which indicate that
most courses do not incorporate the corresponding activity.

TABLE 3. Descriptive statistics of features of interest.

Once selected, the features of interest were discretized
using k-means cut-off thresholds as aforementioned.

B. CLUSTERING OF COURSES
Before building the clusters, we had to establish the opti-
mal number of classes for the three clustering methods,

as explained in Section III-A3. We calculated the BIC values
for LCA and a model with six classes was selected since it
obtained the lowest BIC value. We applied silhouette and gap
statistic and we obtained six as the optimal number of clusters
for k-means and hierarchical clustering.

We compared the three methods by using the homogene-
ity and heterogeneity measures described in Section III-A3.
Table 4 shows the results obtained for the three clustering
methods. K-means provided the best value for homogeneity
(the lowest value is the best), that is, it offers the most
homogeneous clusters; while LCA presented the best result
for heterogeneity (the highest value is the best), that is, it is
the most effective in differencing clusters, as was expected.

TABLE 4. Comparative analysis of clustering methods.

Since the objective method did not give a clear winner
and different cluster methodologies would result in differ-
ent class interpretation, we decided to combine the previous
performance analysis with a subjective one in order to select
just one clustering method. Therefore, we applied the three
different methods to obtain three six-class groupings and,
then, we studied and compared their possible interpretations
in terms of course blended learning strategies.

After applying LCA for six classes, we obtained the results
shown in Fig. 2. From this figure, six different course typolo-
gies can be established: Class 1 corresponds to courses with
low use of Moodle or Inactive courses (type I or Inactive).
Class 2 are courses with some content and a considerable use
of assignments (type S or Submission). Class 3 corresponds
to courses with a lot of content but with very little student
interaction; these courses focus on classroom-based teach-
ing but include online elements such as slides and links to
resources. In this case, Moodle is used as a Web-repository,
where teachers upload the material for their classes (type R
or Repository). Class 4 matches courses with high interaction
through discussion boards and teacher-student communica-
tion, showing a profile of communicative courses (type C
or Communicative).

Class 5 looks like Class 2, although it has a greater use
of assignments and evaluative elements such as gradebook
manual items; thus, they are courses with some content
and a considerable use of evaluative elements (type E or
Evaluative). Finally, Class 6 corresponds to courses with a
considerable use of Moodle tools, and with a balanced use
of assignments, content, discussions and evaluative elements
(type B or Balanced). Table 5 summarizes the description of
course typologies.

K-means and hierarchical clustering offered some similar
classes to those of LCA. However, they did not obtain any
class similar to LCA Class 5, which shows an interesting

VOLUME 7, 2019 137685



L. M. Regueras et al.: Clustering Analysis for Automatic Certification of LMS Strategies in a University Virtual Campus

FIGURE 2. Description of the six latent classes.

TABLE 5. Description of course typologies.

component of formative assessment (with more grade items
and feedback than the other classes, except Balanced type)
and a clearer prevalence of interactive tasks against static
resources than LCA Class 2. On the contrary, both K-means
and hierarchical clustering found a class of courses that was
missing in LCA results. It is a class that includes courses with
many resource views but only a few resources. This could
be due to very large or compressed files, for example, which
could include all course materials and, therefore, should be
accessed a lot by students during the learning process. With
LCA, those courses are integrated into Class 3 (Repository
type) or in Class 1 (Inactive type). Since LCA clustering
allowed us to make a richer interpretation of teacher strate-
gies, we chose it as clustering method for our study.

Generally, the LCA classes are not divided by a
higher or lower use of LMS, but by the different ways of
using it; these results are similar to the findings of other
studies [27]–[31].

In Fig. 3, it can be seen how the distribution of the courses
is not homogeneous. The results of this study indicated that
classes were considerably imbalanced and that most courses
had low use of virtual campus (type I).

FIGURE 3. Distribution of the six LCA typologies of courses.

These results are consistent with the findings of [27], [31].
However, unlike the studies analyzed in Section II there is a
greater variability of course typologies.

To test the prediction accuracy of the model, we built the
decision tree. Then, it was applied to data for the following
year to check if the decision tree generated for one academic
year could accurately predict the behavior for other years.
Very good results were obtained, with a prediction accuracy
of 0.9325.

C. ANALYSIS OF CLASSES
Further analysis can be done from the classification of the
courses, attending to different aspects: (1) academic disci-
pline or field of knowledge, (2) undergraduate versus grad-
uate, (3) the number of enrolled students and (4) academic
performance.

1) FIELD OF KNOWLEDGE
Fig. 4 shows how the six classes are distributed in the different
fields of knowledge. We can observe how the disciplines
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FIGURE 4. Course typology distribution by academic discipline.

of Business, Law and Social are characterized by a lower use
of virtual campus (type I predominates with more than 60%);
whereas Sciences and Engineering have a greater distribution
of type S than the other disciplines. Moreover, typology B is
the least used (it does not exceed 5%), which shows that there
is still a lot of work to be done to incorporate an LMS into
teaching.

A more detailed analysis allows us to see if these two vari-
ables are independent. We use the chi-square test to compare
the relationships between the two nominal variables, course
typology and field of knowledge, and to see if they are inde-
pendent or not. By conducting the chi-square test, we obtain a
high chi-squared value and a very small p-value significance
level (201.37, p< 0.001), which provides evidence to suggest
that field of knowledge and course typology have a significant
relationship. Teachers from different fields of knowledge
tend to have different preferences for typologies of courses.
Fig 5. represents a mosaic plot, where we can see that typol-
ogy I is preferably used by Law and Social (fully saturated
blue color); whereas Engineering preferably uses types C, E,
R and S, Sciences types R and S, Education type E and Health
type R.

FIGURE 5. Correlation mosaic between typology and academic discipline.

2) UNDERGRADUATE VERSUS GRADUATE
Undergraduate and graduate courses pursue different aca-
demic objectives. We use the chi-square test to compare
the relationship between the two nominal variables, course
typology and academic level (undergraduate or graduate), and

to see if they are independent or not. Conducting the chi-
square test, we obtain a high chi-squared value and a very
small p-value significance level (46.54, p < 0.001), which
provides evidence to suggest that academic level and course
typology have a significant relationship.

Specifically, Fig. 6 represents a mosaic plot, in which we
can see that Inactive typology is used preferably by postgrad-
uate teachers (blue color). For undergraduate courses there is
no significant correlation with any class.

FIGURE 6. Correlation mosaic between typology and academic level.

3) NUMBER OF ENROLLED STUDENTS
Fig. 7 shows the frequency distribution according to the
number of enrolled students for the six typologies of courses.
We can see how the number of students does not follow a very
different pattern in each class. Type C and type B are used
more by courses with a higher number of students, but the
difference is not significant (Kruskal-Wallis test, p > 0.05).
Thus, the size of class does not determine the use of LMS.

FIGURE 7. Histogram of the number of students for each course typology.

4) ACADEMIC RESULTS
Another interesting analysis is to check if the different course
classes provide different academic results according to sev-
eral parameters (such as performance rate, success rate and
average grade), and whether these differences are signifi-
cant or not. Fig. 8 shows the values for these three parameters.
We can see how the Evaluative and Submission typologies
obtain the best academic results, whereas Repository and
Communicative types obtain the worst.
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TABLE 6. Pairwise comparisons using Wilcoxon test for performance rate.

TABLE 7. Pairwise comparisons using Wilcoxon test for success rate.

TABLE 8. Pairwise comparisons using Wilcoxon test for average grade.

FIGURE 8. Academic results by course typology.

The performance rate for each course was calculated as the
number of students passing the course divided by the number
of students enrolled. We wanted to know if there was any
significant difference between the performance rate in the six
typologies of courses (S > E > I > B > R > C, as shown
in Fig. 8). We used the Kruskal-Wallis test, since the samples
do not have a normal distribution and, therefore, the ANOVA
test cannot be applied. From this result (H = 90.76,
p < 0.005), we can conclude that there are significant dif-
ferences between the six groups in question, although we
do not know which pairs of groups are different. Then,

pairwise comparisons using the Wilcoxon test were made
(see Table 6). The pairwise comparison shows that E-R,
E-C, I-R, I-C, S-R and S-C pairs are significantly dif-
ferent (p < 0.01). Thus, the E-Evaluative type, I-Inactive
type and S-Submission type are significantly better than the
R-Repository type and the C-Communicative type. However,
the differences in performance are too low to be used in a
decision system. A deeper analysis should be done with the
courses belonging to each class. Regarding the B-Balanced
type, no conclusion can be obtained. Similar results are
obtained for the success rate (see Table 7), calculated as the
number of students passing the course divided by the number
of students taking the exam. Finally, average grade also shows
similar results (see Table 8).

V. CONCLUSION
This paper proposes a method of classification for academic
courses in higher education in accordance with LMS usage
patterns.

We have identified six typologies of LMS usage with
different profiles: Inactive type, Repository type, Submission
type, Communicative type, Evaluative type and Balanced
type (answering RQ1). The Latent Class Analysis has been
able to detect the existence of courses with a low use of
Moodle, without having to filter them previously. Moreover,
different clustering techniques offer different results
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(answering RQ2), LCA being the one which renders more
useful classes.

These six course typologies have different instructional
characteristics (answering RQ3). The classes are not influ-
enced by the volume of interaction but by the strategy of
integrating LMS into face-to-face courses. Thus, the statis-
tical analysis plus the subjective interpretation of the classes
could define a practical expert systemwhich could be suitably
incorporated into the decision workflows of the university.

There is a significant relationship between the classes
and the field of knowledge and between the classes and the
academic level (undergraduate and graduate). The Inactive
type is used preferably in graduate courses and by Law and
Social teachers. Moreover, there is also a significant relation-
ship between course typologies and academic performance
(answering RQ4): The Evaluative, Inactive and Submission
types have significantly better results than the Repository and
Communicative types.

We have also checked that the classification rules for an
academic year can predict the behavior for the following
one, with great accuracy (answering RQ5). Thus, the model
is highly accurate and can be used suitably as a practical
classifier.

These findings allow us to design an expert system that can
automatically assess and certify teacher LMS competence.
The results provide a solid grounding for an objective classi-
fication. Consequently, the expert system could relieve from
this task human experts who previously needed to subjec-
tively judge LMS usage competence from scarce and partial
data.

Hence, the next step is to implement an extension for the
LMS Moodle that gives the teacher an automatic assessment
and certification of their actual use of the LMS and some
advice and guidance on how to discover new tools and tech-
niques for their courses.

To make the model evolve with the dynamics of the institu-
tion, feedback will be obtained proactively from the teachers.
This feedback will allow us to further analyze the inner
structure of the classes and their true impact on performance
indicators and to adjust the model if needed. Moreover,
the teachers’ feedback will also provide information on why
they use certain features for a particular course.
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