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Abstract
Deep learning-based object detection models have become a preferred choice for crop 
detection tasks in crop monitoring activities due to their high accuracy and generalization 
capabilities. However, their high computational demand and large memory footprint pose a 
challenge for use on mobile embedded devices deployed in crop monitoring settings. Vari-
ous approaches have been taken to minimize the computational cost and reduce the size of 
object detection models such as channel and layer pruning, detection head searching, back-
bone optimization, etc. In this work, we approached computational lightening, model com-
pression, and speed improvement by discarding one or more of the three detection scales 
of the YOLOv5 object detection model. Thus, we derived up to five separate fast and light 
models, each with only one or two detection scales. To evaluate the new models for a real 
crop monitoring use case, the models were deployed on NVIDIA Jetson nano and NVIDIA 
Jetson Orin devices. The new models achieved up to 21.4% reduction in giga floating-point 
operations per second (GFLOPS), 31.9% reduction in number of parameters, 30.8% reduc-
tion in model size, 28.1% increase in inference speed, with only a small average accuracy 
drop of 3.6%. These new models are suitable for crop detection tasks since the crops are 
usually of similar sizes due to the high likelihood of being in the same growth stage, thus, 
making it sufficient to detect the crops with just one or two detection scales.

Keywords Object detection · Model simplification · Crop monitoring · YOLOv5 · Deep 
learning

1 Introduction

1.1  Background

Plant identification is an integral step in crop monitoring and management tasks such as 
crop yield estimation, weed and pest control, disease prevention and control, etc. The 
tedious and error-prone manual approach to crop identification has given rise to the need 
for autonomous techniques for crop identification. Computer vision models have been 

Extended author information available on the last page of the article

http://orcid.org/0000-0002-0965-0937
http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-023-17435-x&domain=pdf


 Multimedia Tools and Applications

1 3

deployed on embedded devices and fitted to different types of farm vehicles—including 
ground and airborne – to realize autonomous crop detection. Traditional image processing 
techniques were first used for crop detection [1], however the rapidly changing field condi-
tions such as natural lighting, crop density, leaf occlusions, etc. undermine the accuracy 
and robustness of those models [2, 3]. Recently, deep learning models are fast becoming 
the preferred choice for object detection tasks such as crop detection [4, 5]. This grow-
ing popularity of deep learning architectures is due to their superior accuracy and abil-
ity to generalize to previously unseen data. They are also capable of end-to-end learning 
of hierarchical features of the images, thus jettisoning the laborious task of manual fea-
ture engineering [6, 7]. Despite the shiny attractiveness of deep learning-based computer 
vision models, they are notoriously resource-greedy. Computational cost and memory 
footprint are usually high for deep learning models, thus requiring high-end graphics pro-
cessing units (GPU) and large storage capacity. This computational and memory costs pre-
sent a challenge when deploying deep learning-based crop detection models on embedded 
devices with constrained resource availability. Minimizing the resource-demand for deep 
learning models is currently an active research area to which we intend to contribute.

1.2  Model simplification

In time-critical applications such as self-driving cars, UAV-based crop detection and spray-
ing, etc., real-time fast detection and high performance are important issues. Devices such 
as single board computers and mobile devices, on which real-time detection models are 
deployed are often resource constrained [8]. Conventional deep learning-based detection 
models are often very large if they must have high accuracy, thus requiring more com-
putational power from the processors. On the other hand, small object detection models 
that exhibit less computational complexity and fast detection speed often trade accuracy for 
computational complexity. For real-time object detection, the ideal model performance will 
entail capacity for fast detections and high accuracy, with minimal computational power 
[9].

Model simplification and compression methods have been proposed to reduce the 
computational requirement of deep learning object detection models and increase detec-
tion speed, while maintaining high detection accuracy. Available model simplification and 
compression techniques include tensor decomposition [10–13], network pruning [14–19], 
knowledge distillation [20–23], and neural architecture search (NAS) [24–27]. Tensor 
decomposition techniques such as low-rank matrix decomposition and tensorized decom-
position simplify complex models by reducing a weight matrix or high-dimensional ten-
sor to multiple low-rank matrices or low-dimensional tensors respectively [28]. While 
tensor decomposition may reduce the memory and computational requirement, it does not 
increase the detection speed. Moreover, the introduction of many layers as a result of the 
multiplied low-dimensional tensors makes parallel processing difficult [29].

Network pruning can be divided into unstructured and structured pruning. Unstructured 
pruning removes filter weights individually, thus requiring a separate software library or 
special hardware so as not to carry out operations on the weights that have been previously 
removed [30]. Since this approach does not change the feature map pre- and post-pruning, 
little model compression is achieved. Structured pruning on the other hand prunes at the 
layer or channel level, and requires no special software or hardware. Since this approach 
prunes all the weights in the layer or channel, it often leads to performance reduction [29].
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Knowledge distillation trains a simplified model (student network) to achieve an output 
similar to that of a more complex model (teacher network). This similar output is achieved 
by means of different loss functions including the conventional knowledge distillation 
loss [29, 31], Kulback-Leibler divergence[32], and angular distillation loss [31]. Whereas 
knowledge distillation realizes a lightweight model, the generation of an effective student 
model which is compatible with the teacher model is still a challenge. Moreover, account-
ing for the effect of different layers of the teacher on the student model is difficult [30].

Neural architecture search generates a simplified model by repeatedly searching the 
predefined space and evaluating the architecture until an optimal model is realized [30]. 
The large searching space makes this iterative procedure time-consuming [33]. NAS is cur-
rently faced with the three-pronged challenge of proper search space definition, quickly 
finding the optimal architecture, and the best way to evaluate the candidate network [29].

The above-mentioned model simplification methods are generic approaches as opposed 
to model-specific. High-performing state-of-the-art detection models owe their improved 
performance to the introduction of new techniques during model development. For 
instance, the introduction of different detection scales in YOLO deep learning detection 
models, improved the ability of the models to better detect objects of all sizes [34]. As pro-
posed in this work, such model-specific peculiarities can be explored to realize simplified 
models.

1.3  Related work

Deep learning-based object detection models are broadly classed into two-stage and one-
stage detection models. Two-stage detection models such as Fast-RCNN [35], Faster-
RCNN [36], Mask-RCNN [37], etc., propose regions of interest as a first stage, followed 
by pooling of features for classification and localization of objects. While two-stage detec-
tors are known for very high accuracy, they are often too slow and unsuitable for real-time 
applications. In contrast to two-stage detectors, one-stage detectors like the YOLO series 
[34, 38–40] single-shot detector (SSD) [41], classify and localize images in one single step, 
utilizing grid boxes and anchors, and without the need for region proposals. One-stage 
detectors often fall behind two-stage detectors in accuracy, but are much faster and lighter; 
thus, making them preferable for real-time applications. In particular, the YOLO series has 
gained popularity for its speed and accuracy. After the first introduction of the first YOLO 
object detection model by Redmon et al. [42], attempts have been made by researchers to 
improve the speed, accuracy, and model size with each evolution of the model [34, 38–40]. 
Many YOLO models have been released with different improvement strategies. The under-
lying focus for all YOLO models is to optimise the trade-off between accuracy and speed, 
thus making YOLO models highly suitable for real-time applications. Table 1 below sum-
marizes the major existing YOLO models and their unique advantages.

The simple architecture and efficiency of YOLO models have made them a focus of 
optimization efforts for deployment in crop monitoring activities. The potential for model 
optimization using model pruning was demonstrated by Wang and He [52]. Using channel 
pruning, the authors reduced the size of YOLOv5s model by 9.5% of the original model 
size. The fine-tuned model, which was developed for apple fruitlet detection, also achieved 
9.5% reduction in the number of parameters and 9.8% decrease in latency. The same tech-
nique was applied by Wu et al. [53] to reduce the number of parameters of YOLOv4 by 
96.74% which yielded 39.47% increase in inference speed for apple flower detection. In 
the work by Wang et al. [54], another pruning method, layer pruning, was combined with 
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channel pruning and detection head searching to optimize YOLOv5 for real-time apple 
stem/calyx recognition. After optimization, the authors reported up to 71% reduction in 
model weight, and inference speed of about 25 frames per second (fps), at the cost of 
1.6% decrease in mean average precision. Yin et al. [55] replaced the Darknet53 backbone 
in YOLOv3 network with a joint network of deep random kernel convolutional extreme 
learning machine (DRKCELM) and a double hidden layer extreme learning machine auto-
encoder (DLELM-AE) to realize a simplified feature extraction backbone. The approach 
resulted in reduced training time, improved detection speed over the YOLOv3 model, with 
a slight reduction in mean average precision. YOLO models are deep learning networks 
generally consisting of a backbone for feature extraction, a neck for aggregating and fusing 
features and a “head” with three scales of detection for image classification and bound-
ing box predictions. While the referenced works on YOLO models optimization for crop 
monitoring achieved acceptable improvements in speed and model weight reduction, we 
hypothesise that dropping one or more detection scales of the network can lead to reduc-
tion in computational cost and model weight as well as to acceleration of inference. Often, 
for many crop detection applications, the objects of interest are of similar size, as the crops 
would normally be at the same growth stage. Thus, all three detection scales would not be 
in principle necessary for crop detection—only one or two detection scales would be suffi-
cient to detect the crops in the images. Performance evaluation of the optimised models on 
the type of embedded devices similar to those deployed in the field is also lacking.

At the time of first writing, YOLOv5 was the current state-of-the-art detection model, 
which informed the choice of YOLOv5 for optimization. At the time of manuscript revi-
sion, the authors compared YOLOv5’s performance on the custom dataset using with the 
latest YOLO models, YOLOv6, YOLOv8, and YOLO-NAS. Interestingly, the comparison 
showed (see Sections 3.1 and 4.1) similar accuracies for YOLOv5, YOLOv8, and YOLO-
NAS, but a much lower accuracy for YOLOv6. In addition, YOLOv5 showed faster detec-
tion speed than YOLOv8 and YOLO-NAS. Thereafter, YOLOv5 was retained as the candi-
date model for optimisation based on the obtained results.

1.4  Contributions and paper structure

This work is driven by the pressing need for accurate yet lightweight models deployable in 
real-time object detection scenarios, particularly in fields like crop monitoring employing 
unmanned aerial vehicles (UAVs). While model development has progressed over time, 
resulting in increasingly lighter and more precise models, the incorporation of algorithm-
specific acceleration methods has demonstrated remarkable advancements. In this paper, 
we introduce an acceleration technique that enables the creation of swift and lightweight 
standalone models, adaptable to various monitoring scenarios. The main contributions of 
this work are summarised as follows:

• Design of an acceleration methodology for the well-established YOLOv5 object detec-
tor, centered around a systematic approach involving the selective exclusion of various 
detection scales. This methodology balances performance and efficiency by not only 
enhancing inference speed but also ensuring that detection accuracy remains consist-
ently high.

• Implementation and testing of the acceleration technique at algorithm level on different 
machine learning platforms.
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• Deployment of the derived models on close-to-device hardware such as NVIDIA Jetson 
nano and NVIDIA Jetson Orin and evaluation of their performance for real crop moni-
toring settings using unmanned aerial vehicles UAV.

A comparison with pruned versions of YOLOv5 is provided to show how our model-
specific strategy compares with currently existing high-performing generic simplification 
approaches. We also show that YOLOv5, which is a purely detector procedure, compares 
favourably with later Yolo versions in terms of accuracy.

The paper is structured as follows: in Section  2 we present the methodology of the 
research, which includes a detailed overview of the YOLOv5 object detection model and 
its comparison with other recent YOLO models; here we also present our network sim-
plification approach, our custom dataset, model deployment platforms, and comparison 
of our approach with network pruning. We present the research results in Section 3 and 
detailed discussion of the results in Section 4. Section 5 concludes the paper and provides 
our future plans for the research.

2  Methodology

2.1  YOLOv5

YOLOv5 is an improvement over the YOLOv3 network having better accuracy, speed, and 
size [38, 56]. As shown in Fig. 1, the backbone of YOLOv5 consists of a focus module, 
CBS (Convolution, Batch Normalization, SiLU activation) modules, C3_n (CBS, Bottle-
neckCSP1, Concatenation) modules (n is the residual units), and a Spatial Pyramid Pooling 
(SPP) module.

The focus module preserves all the input image information for better feature extraction. 
Figure 2 shows the layers that make up the focus module, including the sizes of the kernel 
(k), strides (s), padding (p), and channels (c).

The CBS, is a basic block merely consisting of a convolutional layer that uses batch nor-
malisation and SiLU activation to extract image features.

The C3 module is designed to enhance the learning abilities of the network. YOLOv5 
is largely composed of repeated stacking of C3 blocks. Figure 3 shows the configuration of 
the C3 module.

YOLOv5 has one type of Cross-stage Partial Network configuration in the backbone 
referred to as BottleneckCSP1, which improves the learning ability of the CNN. The CSP 
at the neck, BottleneckCSP2, uses a skip connection to better integrate features. Figure 4 
shows the configurations of BottleneckCSP1 and BottleneckCSP2.

The SPP module, which consists of maximum pooling, CBS, and concatenation layers, 
helps to fuse multiscale features. Figure 5 highlights more details of the SPP configuration.

The neck of YOLOv5 utilizes the Path Aggregation Network (PANet) to fuse 
extracted features. The PANet is a configuration of CBS, upsampling, concatenation, 
and C3 layers. The neck of YOLOv5 outputs three feature scales which are used for pre-
diction at the head. Finally, the Non-maximum suppression (NMS) is used to select the 
best bounding box predictions in the event that multiple predictions exist for one target. 
The YOLOv5 currently has five versions, the extra-large (YOLOv5x), large (YOLOv5l), 
medium (YOLOv5m), small (YOLOv5s), and nano (YOLOv5n). Their differences lie 
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in the depth and width of the networks, with decreasing order of depth and width from 
YOLOv5x to YOLOv5n. The accuracy, complexity, and size of the models increase with 
increase in the width and depth, whereas the speeds of the different versions decrease 
as the depth and width increase. The YOLOv5n was selected for this work because 
the detection speed is suitable for real-time applications and the accuracy is accept-
able. Moreover, the same techniques developed in this work are applicable to the other 
YOLOv5 versions [57].

2.2  YOLOv5 vs YOLOv6 vs YOLOv8 vs YOLO‑NAS

The latest models of the YOLO series, YOLOv6, YOLOv8, and YOLO-NAS, were com-
pared with YOLOv5 on the custom dataset presented in this work. The smallest versions of 
the three models which are YOLOv5n, YOLOv6n, YOLOv8n, and YOLO-NASs were cho-
sen as they are most suited for real-time detection. The compared metrics included mAP, 
detection speed, size of the weights file, and training. Results are presented in Section 3.

2.3  Model design

Prediction in YOLOv5 takes place at the YOLOv5 head. Here, features from the YOLOv5 
neck are used to make anchor-based predictions at three granularity levels. Thus, the 
YOLOv5 head consists of three output layers. The first granularity layer predicts small 
objects using grid size of 80 × 80. The second granularity layer predicts medium-sized 
objects with 40 × 40 grid size. The third layer predicts large objects using 20 × 20 grids. 
Basically, the head for YOLOv3, YOLOv4, and YOLOv5 follow a very similar structure; 
details of this structure are explained by Martinez-Alpiste et al. [58].

Figure 6 shows how the YOLOv5 architecture was modified to output only the detec-
tion scale for the small objects. The details of the backbone are omitted for conciseness. 

Fig. 1  Overview of YOLOv5 architecture
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The faded layers indicate the layers that were discarded from the YOLOv5 head. Here, the 
medium and big scales were dropped.

Similarly, Fig. 7 describes how the YOLOv5 architecture was modified to drop the 
small and big scales and output only the medium detection scale.

In Fig.  8, we see how only the detection scale for big objects was outputted while 
discarding the small and medium detection scales.

To output more than one detection scale, but not all three scales, the appropriate 
scale was dropped. For instance, to output the small and medium scales, the detection 
scale for big objects was dropped.

Table 2 summarizes the resulting models after scales were systematically dropped.

Fig. 2  Composition of the Focus module of YOLOv5

Fig. 3  Configuration of the YOLOv5 C3 block



Multimedia Tools and Applications 

1 3

We would henceforth refer to the modified models by the outputted scale. Thus, for the 
model where all but the small scale is dropped, we will call it the “s” model; and the same 
goes for the other models.

2.4  Dataset

The object detection task adopted for this work was cassava crop detection under real-life 
field conditions. The training, validation, and inference dataset consisted of RGB images 
captured from an experimental farm at Nsukka, Nigeria. The images were captured using 
a custom-made UAV and a GoPro Hero 7 camera under variations in field conditions like 

Fig. 4  Configuration of YOLOv5 BottleneckCSP 1 and BottleneckCSP 2

Fig. 5  Configuration of the YOLOv5 SPP module
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lighting, weed density, crop growth stages, etc. Figure 9 contains sample images from the 
dataset showing various field conditions including illumination, shadows, weed density, 
leaf occlusions, and crop growth stages. The captured images had an original resolution of 
4000 × 3000 pixels. However, we resized the images to 960 × 720 pixels while maintaining 
the original aspect ratio and ensuring the new image height and width were multiples of 32 
as recommended for YOLO models. The images were annotated using the python-based 
LabelImg [59] annotation tool.

The training and validation images containing 1788 and 475 cassava objects respec-
tively, were used for training and validation respectively. As for the latter, we measured 
mean average precision (mAP) for the customary value of intersection over union equal to 
0.5 [60]. This will jointly be denoted as mAP@0.5.

To measure the detection speed of the models for real-time scenarios, we created an 
inference set. Inferences were run on the inference set to simulate real-time field deploy-
ment and monitor the detection speed of the models. The inference set contained up to 246 
cassava objects.

2.5  Model training, accuracy assessment and inference

The six derived models and the base model were each trained on a workstation powered 
by NVIDIA GeForce RTX 3060, 12 GB RAM GPU. The deep learning framework used 
was Pytorch. A uniform epoch size and batch size of 400 and 8 were respectively used. 
The learning rate was set to 0.01 and momentum was 0.937. The Generalised Intersection 
over Union (GIoU) loss function was used for training the models, and the optimiser used 
was Stochastic Gradient Descent (SGD) [61]. To improve the model accuracy given the 
relatively small size of our custom dataset, transfer learning was employed using pretrained 
weights of the YOLOv5n model trained on the Microsoft COCO dataset.

Fig. 6  Modified YOLOv5 architecture for small scale detection. Faded blocks means discarded blocks
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For performance comparison and analysis, we calculated training time on the training 
set and mAP@0.5 on the validation set. To understand the complexity reduction in the 
models, the number of layers, number of parameters, and GFLOPS were documented. The 
sizes of the weight files were also noted to highlight the improvements in the memory foot-
prints of the models.

The latency (the inverse of which is frames per second, FPS) across all the models was 
compared, using the inference set.

Fig. 7  Modified YOLOv5 architecture for medium scale detection

Fig. 8  Modified YOLOv5 architecture for big scale detection
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2.6  Model deployment on Jetson devices

Many real-life applications of object detection are resource-constrained. This is 
especially true for drone applications such as real-time plant detections using UAVs, 
where the payload capacity may not accommodate very high-computing devices like 
the GPUs installed on workstations. To evaluate the performance of the simplified 
models for such applications, the models were deployed on the NVIDIA Jetson nano 
4  Gb RAM running Ubuntu 18.04 LTS. The Jetson nano is a small GPU-powered 
computer manufactured by NVIDIA and suitable for running deep learning applica-
tions for tasks such as image classification, image segmentation, object detection, 
etc. Neural network models can be deployed to Jetson nano, which in turn can be 
mounted on mobile platforms like UAVs and self-driving vehicles for different com-
puter vision tasks.

The models were also deployed on NVIDIA Jetson Orin 32 GB RAM. The Jetson Orin 
packs more computing power and provides an option for realizing detection speeds over 6 
times faster than the Jetson nano. As a result, it is much heavier than the Jetson nano. Jet-
son nano runs on Ubuntu 20.04.6 LTS.

2.6.1  Technical specifications of the NVIDIA Jetson nano and Jetson AGX Orin

Jetson embedded devices such as the Jetson Orin and Jetson Nano are modular devices 
developed by NVIDIA for mobile applications. Equipped with CUDA cores, the Jetson is 
able to run deep learning models seamlessly to allow real-time computer vision tasks such 
as object detection and image segmentation on mobile platforms.

The technical specifications of the Jetson nano and Orin are given in Table 3.

2.6.2  Jetson setup and package installation

The NVIDIA® Jetson Nano™ Developer Kit consisted of the Jetson nano module and the 
reference carrier board with required accessories. The YOLOv5 package and the attendant 
requirements were installed on the Jetson nano. To get the best model inference speed and 
size on the Jetson nano, three target formats for model deployment suitable for embed-
ded systems were initially considered, which included the native Pytorch format of the 
YOLOv5, the TensorRT developed by NVIDIA®, and the ONNX developed for mobile 
applications. Preliminary results showed that the performance of the ONNX format of the 

Table 2  Summary of the 
models showing which scales 
were dropped and which were 
retained, where “s”, “m”, and “b” 
represent the small, medium, and 
big scales respectively

Model alias Dropped scale(s) Retained scale(s) Comment

YOLOv5n_s m, b s
YOLOv5n_m s, b m
YOLOv5n_b s, m b
YOLOv5n_s + m b s, m
YOLOv5n_s + b m s, b
YOLOv5n_m + b s m, b
YOLOv5n_all None s, m, b Base model
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models on the Jetson was not acceptable and the format was consequently dropped. Thus, 
inferences on the Jetson were only conducted and compared for the Pytorch and TensorRT 
formats of the models. The Pytorch framework, TensorRT, and all dependent packages 
were installed on the Jetson.

For the Pytorch inferences on the Jetson, it was not required to convert the models 
trained on the workstation since they were already in the native Pytorch format. But for the 
TensorRT format, it was necessary to convert the models to TensorRT engine for inference 
on the Jetson nano. The conversion of the detection models to TensorRT was done using 
the code provided by the authors of the YOLOv5 model.

The setup and installation procedures for the NVIDIA Jetson Orin were similar to those 
of the Jetson Nano. However, for the Jetson Orin, the models were only deployed in the 
Pytorch format.

2.6.3  Inference on Jetson devices

For each model and for both the Pytorch and TensorRT formats, 20 inference runs were 
carried out. The speed improvements of the derived models over the base model were high-
lighted. The results of the two deployment formats—Pytorch and TensorRT—were also 
compared. Similarly, 20 inference runs were performed on the Jetson Orin for each model. 
The results are presented in Section 3.

Fig. 9  Sample images from the dataset showing various field conditions including illumination, shadows, 
weed density, leaf occlusion, and crop growth stages
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2.7  Our approach vs network pruning

The YOLOv5 base model was pruned to a sparsity of 0.2 and 0.3 and compared with our 
optimised models. The pruned models were tested on Google Colab, running on a Tesla 
T4 GPU with 16  GB RAM. Consequently, additional inferences were conducted for all 
optimised models on Google Colab for fair comparison. The results are presented and com-
pared in Section 3.

3  Results

3.1  YOLOv5 vs YOLOv6 vs YOLOv8 vs YOLO‑NAS

To ensure a fair comparison of YOLOv5, YOLOv6, YOLOv8, and YOLO-NAS on our 
dataset, the same platform for training and inference was necessary. The chosen platform 
was Google Colab, using Tesla T4 GPUs with 16  GB RAM. Figure  10 shows how the 
models perform in terms of accuracy and inference speed. Training time and memory foot-
print of the models are presented in Table 4.

3.2  Model properties

In Table  5, the attributes of the new and base models including the GFLOPS, number 
of parameters, model size, and number of layers are presented. We note that for the ‘b’ 
model, the training was stopped at 102 epochs after seeing no improvements in the last 100 
epochs. Therefore, there are no results for the ‘b’ model. The possible reasons for this out-
come are discussed in Section 4.

The percentage improvements in the attributes of the derived models are presented 
in Table 6.

Figure  11 shows how reduction in the number of model parameters affects the 
model size.

The weight sizes of all six models are given in megabytes (mb).

3.3  Performance comparison and analysis

The results documented during training and validation included training time, performance 
metrics –mean average precision, precision, recall, – and GFLOPS. Given that the mean 
average precision (mAP) has become the preferred performance metric in object detection 
research, this paper will present and discuss the mAP results from the model training. The 
training results are presented in Table 7.

Figure 12 highlights the models’ accuracy through the training epochs. The regions at 
which the models achieve maximal performance can also be observed.

Figure 13 shows a plot of Training time vs GFLOPs to highlight how the improvements 
in GFLOPS affects training time of the models.
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3.4  Inference

The inference results are in two parts – the inference results on the workstation GPU, and 
the inference results on the Jetson devices. The inference on the Jetson is further divided 
into inference runs for the Pytorch models and for the TensorRT models. The inference 
results are presented in Table 8. The inference latency (in milliseconds) and its inverse, the 
inference speed (in frames per second, fps), are given for all inferences.

In Table 9, we present the percentage improvements in the inference latency and speed 
of the models. Only the latency improvements on the workstation GPU are shown, since 
we can make our analysis with the speed improvements alone.

In Table 10, we present, side by side, the inference results of the Pytorch and TensorRT 
implementation on the Jetson nano for the purpose of highlighting the advantages of the 
versions over each other.

3.5  Our approach vs pruning

Table 11 shows how our optimisation approach compares with network pruning.

Fig. 10  Inference speed vs Accuracy of YOLOv5, YOLOv6, YOLOv8, and YOLO-NAS

Table 4  Memory footprint 
and training time of YOLOv5, 
YOLOv6, YOLOv8, and YOLO-
NAS

Model Weight size (MB) Training 
time (hrs)

YOLOv5 4.0 1.207
YOLOv6 10.0 1.897
YOLOv8 6.3 0.651
YOLO-NAS 244.5 3.100
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4  Discussion

In this section the research results are analysed and discussed in the light of the degree to 
which the research objectives were achieved.

Table 5  A summary of the attributes of the modified and base models

Model All s m s + m s + b m + b

GFLOPS 4.2 3.4 3.3 3.8 3.8 3.8
No of parameters 1,760,518 1,199,266 1,243,618 1,312,628 1,450,420 1,736,628
Size (MB) 3.9 2.8 2.7 3.1 3.7 3.7
No of layers 213 167 165 190 193 193

Table 6  Percentage improvements in the attributes of the modified models over the base model

Model All s m s + m s + b m + b

GFLOPS reduction (%) base 19.0 21.4 9.5 9.5 9.5
No of parameters reduction (%) base 31.9 29.4 25.4 17.6 1.4
Size reduction (%) base 28.2 30.8 20.5 5.1 5.1
No of layers reduction (%) base 21.6 22.5 10.8 9.4 9.4

Fig. 11  A plot of the model size vs the number of parameters showing that reduction in number of param-
eters yields reduction in model size
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4.1  YOLOv5 as candidate model for optimization

From Fig.  10, despite the improvements in the YOLOv6, YOLOv8, and YOLO-NAS 
architectures, the accuracy of the four models were similar, with YOLOv5 showing only 
a slightly higher accuracy of 1.68% over YOLOv8 and 1.79% over YOLO-NAS, and up 
to 7.2% over YOLOv6. The lack of significant accuracy improvements obtained fromY-
OLOv8 and YOLO-NAS models compared to YOLOv5 could be due to the fact that the 
developers focused on optimising the models for multitask (classification, detection, and 
segmentation) learning. On the other hand, YOLOv5 is purely a detection model. Just like 
the accuracy metric, the detection speed followed a similar trend, with YOLOv5 showing 
a slightly faster detection than YOLOv8. YOLOv5 has the lowest weight size at 4.0 MB, 
whereas YOLOv6 and YOLOv8 has 10.0  MB and 6.3  MB respectively, while YOLO-
NAS’ size is 60 times that of YOLOv5 (see Table  4). YOLOv8 has the lowest training 
time. While training time might be a factor to be considered in deploying models for real-
time detection, it is not so important as accuracy and detection speed. YOLOv6 recorded 
the fastest inference time, but with the lowest accuracy of the four models. Thus, YOLOv5 
was retained as the candidate model for optimization in this work.

Table 7  Summary of the training 
results showing the training time 
and mean average precision of 
all the modified and base models 
and the percentage drop in mAP

Model All s m s + m s + b m + b

Training time (hrs) 0.433 0.323 0.319 0.377 0.363 0.367
mAP@0.5 0.951 0.940 0.821 0.947 0.948 0.926
mAP@0.5 drop (%) base 1.2 13.7 0.4 0.3 2.6

Fig. 12  A graph of the mAP of all models
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4.2  Resources demand reduction

The resource-demand of a detection model is an important consideration when evaluating 
models for the purpose of deployment for real-world applications. These resources include 
the computational cost and memory footprints of the models. A popular measure of the 
computational cost of neural networks is the FLOPS. FLOPS gives the number of floating-
point operations for one forward pass. Reduction in FLOPS implies less computations are 
required for a given model. Table 6 shows the improvements in GFLOPS of the derived 
models over the base model. The modified models show a minimum GFLOPS reduction of 
9.5%, while the models where more than one scale was discarded – s, m—boast of a reduc-
tion of about one-fifth of the GFLOPS of the base model. This implies that with the new 
models we cut down the computational cost for detecting objects by up to one-fifth. The 
benefit of these improvements is reflected in the training time for the models. In Fig. 13, 

Fig. 13  A plot of Training time vs GFLOPS showing how reduction in GFLOPS corresponds to decrease in 
training time of the models

Table 8  A summary of the inference results on the workstation GPU and Jetson nano showing the inference 
latency and speed

Platform Model All s m s + m s + b m + b

Workstation GPU Inference latency (ms) 32.7 25.6 25.5 27.0 28.7 27.2
Inference speed (fps) 30.6 39.0 39.2 37.0 34.8 36.8

Jetson nano Pytorch Inference latency (ms) 178.7 158.8 142.5 161.5 158.7 155.0
Inference speed (fps) 5.6 6.4 7.0 6.2 6.3 6.5

Jetson nano TensorRT Inference latency (ms) 123.9 108.1 96.2 117.1 110.9 118.3
Inference speed (fps) 8.1 9.3 10.5 8.7 9.1 8.5

Jetson Orin Inference latency (ms) 24.56 21.41 22.19 23.91 24.30 22.78
Inference speed (fps) 40.84 47.14 46.19 42.09 41.48 44.47
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a plot of training time vs GFLOPS indicates that reduction in GFLOPS corresponds to 
a reduction in training time required for the models. This becomes useful in applications 
where minimal training time is desired.

The reduction in computational cost is also reflected in the reduction of number of 
parameters the model must learn. The approach of discarding unwanted detection scales 
cuts the number of learnable parameters in the derived models by as much as 31%, as 
shown in Table 6.

Reduction in the number of parameters can result in a more compressed model. This is 
important in applications such as computer vision tasks with embedded systems on mobile 
platforms like UAVs where the memory footprint of the model is critical. Figure 11 shows 
a plot of the model size vs the number of parameters. Less number of parameters corre-
spond to a more compressed network. Furthermore, as indicated in Table 6 our simplified 
models show up to 30% model compression. Thus, we achieve models that are significantly 
smaller than the base model.

Table 9  Percentage reduction in latency of the new models over the base models

Platform Model All s m s + m s + b m + b

Workstation GPU Inference latency reduction (%) base 21.7 22.0 17.4 12.2 16.8
Inference speed increase (%) base 27.8 28.1 20.9 13.7 20.3

Jetson nano Pytorch Inference speed increase (%) base 13.2 25.5 10.7 12.5 15.2
Jetson nano TensorRT Inference speed Increase (%) base 14.5 29.0 6.8 11.7 4.9
Jetson Orin Inference speed increase (%) base 15.4 13.1 3.1 1.6 8.9

Table 10  Comparison of the speed and memory footprints of Pytorch and TensorRT implementations of the 
models

Model on Jetson nano All s m s + m s + b m + b

Pytorch inference speed (fps) 5.61 6.35 7.04 6.21 6.31 6.46
TensorRT inference speed (fps) 8.11 9.29 10.46 8.66 9.06 8.51
Pytorch model size (MB) 3.9 2.8 2.7 3.1 3.7 3.7
TensorRT model size (MB) 14.1 7.8 10.2 12.1 11.4 11.0

Table 11  Comparison of the 
performance of the optimised 
model with the performance of 
network pruning technique

Model Accuracy (mAP) Inference 
speed (fps)

YOLOv5_all (base) 0.908 59.50
Prune 0.3 0.824 76.92
Prune 0.2 0.885 86.20
s 0.881 101.01
m 0.776 111.11
s + m 0.895 62.89
s + b 0.899 63.29
m + b 0.563 72.99
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Table 6 also shows that the derived models have less number of layers compared to the 
base model. We note that number of layers is not generally a dependable measure of the 
computational cost, especially when comparing different network architectures. However, 
given that our modified models were derived by discarding scales and layers from one base 
model, it is logical to conclude that a reduction in number of layers involves a reduction in 
the number of computations required in the new models when compared to the base model.

4.3  Model accuracy

Model accuracy often comes at the expense of computational complexity and speed. 
Therefore, it is desired that improvements in speed and computational cost should come 
at a minimal drop in accuracy. Table 7 shows the percentage drop in accuracy of the 
models. The accuracy metric discussed in this paper is the mAP@0.5. All but one of the 
new models impressively show less than 3% drop in accuracy compared with the base 
model. The least accuracy drop is recorded by the models that retained the small detec-
tion scale – ‘s’, ‘s + m’, and ‘s + b’, whereas the models where the small scale was dis-
carded had the most drop in accuracy. This suggests that the dataset contains a high pro-
portion of small objects, and thus presents the models with very sufficient small objects 
to learn. This could also explain why we had no results for the ‘b’ model as there was 
likely insufficient number of big objects to learn, hence the lack of improvement in the 
model precision. Therefore, upgrading the dataset to have sufficient proportion of all 
object sizes could improve the accuracy of all the models. Nonetheless, we conclude 
that the reported mAP is good enough for many applications including our case study. 
We note that, as observed from Fig. 12, the accuracy of the models stopped increasing 
significantly after 350 epochs. Thus, the models could take a shorter time to train and 
still achieve good accuracy.

4.4  Speed improvements

Next, we examine the speed improvements of the new models. The inference latency indi-
cates the amount of time taken for one detection starting from the pre-processing of the 
image to the actual inference and then the non-maximum suppression. Parameter fps shows 
how many image frames can be inferenced on in one second.

4.4.1  Inference on workstation GPU

From Table  9, we see that the technique of discarding detection scales according to 
need leads in significant reduction in latency. A minimum of 12.2% latency reduction 
is recorded, and as much as 22% latency reduction is achieved, which corresponds to 
13.7% and 28.1% speed improvements respectively. It is particularly observed that the 
models with only one detection scale – ‘s’ and ‘m’ – recorded the best latency and 
speed improvements. This is explained by the fact that in these models, more scales 
were dropped, leading to more reduction in computational and memory requirements, 
and thus making them faster. This observation supports the approach of discarding 
detection scales to increase model speed – the more scales are dropped, the more the 
potential for a faster network.
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4.4.2  Inference on the Jetson nano

Table 9 also shows the speed improvements of the new models over the base model for the 
Pytorch implementation. Similar improvements in speed are recorded with up to 25.5% 
speed gain over the base model. The speed gains of the TensorRT implementation of the 
models are also given in Table 9. Speed gains of up to 29% are observed.

The speed of the models can be increased by dropping a few more layers from the neck 
of the network. However, this comes at the expense of accuracy. For applications where 
accuracy is not critical and speed is desired, specific convolutional layers may be dropped 
from the “neck” of any of the models to reduce the computational requirements, thereby 
increasing detection speed. To highlight this point, we dropped an extra upsampling layer, 
a CBS, and a C3 block from the neck of the “m + b” model. This resulted in 7.5% increase 
in speed for the TensorRT implementation, which is greater than the 4.9% earlier recorded 
for the “m + b” model. However, discarding the extra layers resulted in 38.4% drop in mAP.

4.4.3  Inference on Jetson Orin

As expected, the speed improvements of the optimised models over the base model are 
similar to the results from the Jetson nano. However, detection speeds on the Orin are 
much higher than those on Jetson nano. The higher speed of the Orin is due to its higher 
computing capacity, but at the cost of a higher energy requirement. Thus, the Jetson 
Orin constitutes a preferable option for applications that can accommodate increased 
power requirements.

4.4.4  Suitability of our models for real‑time use

Having established the gains of our models over the base model, even on the Jetson 
nano, we will go on to examine the suitability of our models for real-time applications. 
We already have a use-case of cassava detection from UAV images. We take a UAV 
altitude of 2.5 m, which is the average height at which the images in the dataset were 
captured; and which is a typical altitude for real-time crop detection and control actions 
such as selective pesticide or herbicide spraying. This altitude corresponds to a ground 
sampling distance (GSD) of 5.14  m by 3.86  m based on the properties of the GoPro 
Hero 7 camera which was used for image capturing in our case. For herbicide or pesti-
cide spraying using drones, the typical speed is a slow speed of about 5 m/s. Note that 
the GoPro camera captures images at 60 frames per second, thus, the UAV needs not 
stop at each point of image capture. If, during flight, the UAV must capture images such 
that there are no overlaps in the images given the above GSD, then the models must 
process the captured images and output the detection results at a minimum frames per 
second given by Eq. 1:

Given the minimum speed derived above, we see that even the slowest of our models 
would comfortably run inferences on the captured image while leaving sufficient time for 
the system to carry out other processes such as triggering a sprayer system. The advantage 

(1)Detection speed =
5ms−1

/

3.86m = 1.3fps
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of our faster models in this scenario is that our models provide a wider margin for increas-
ing the speed of the UAV for faster completion of flight missions. This wider speed margin 
also implies that our models can better accommodate the processing time of other activities 
in the flight mission that are dependent on the detection results such as variable control of 
the herbicide sprayers.

4.4.5  Pytorch vs TensorRT implementation

Here we highlight the advantages of the two Jetson nano implementations of our mod-
els over each other. Table 10 shows the comparison of the speed and memory footprints 
of the models. Note that the accuracy of the models is preserved during conversion from 
Pytorch to TensorRT. Clearly, the TensorRT versions show a better performance in terms 
of inference speed. However, the storage requirement for the Pytorch versions is less. The 
preferred implementation depends on the application requirements. For applications that 
prioritize detection speed over storage space, then the TensorRT versions of the models 
are recommended. However, if the storage requirements are more critical, then the Pytorch 
implementation is recommended.

4.5  Comparison with pruning

Pruning is a generic model simplification technique that has shown significant per-
formance improvements in a number of applications. However, faster inference times 
often come at the cost of lower accuracies. The comparison of our approach with 
pruning showed (see Table 11), that just like our models, pruning slightly degrades 
model accuracy while increasing detection speed. As a matter of fact, the higher the 
pruning sparsity, the lower the accuracy and the higher the inference speed. When 
the base model was pruned to 0.2 sparsity, the resulting model accuracy surpassed 
three out of five of our optimised models. When pruned to 0.3 sparsity, the result-
ing model accuracy surpassed only two of our optimised models. In terms of speed, 
two of our models performed better that the pruned models by at least 17%. Higher 
detection speeds may be obtained with pruning, but that would further degrade 
model accuracy [18]. Overall, our model compares favourably with the existing high 
performing pruning approach.

4.6  Limitations of the work

One limitation of the model simplification approach in this paper is that the mod-
els may have difficulty with accurate detection of objects sizes that fall within the 
range of the discarded detection scale. It is therefore important that when choos-
ing which variants of the optimised model to use, one should ensure that the size of 
the objects of interest do not fall within the range of the discarded scale. This can 
be easily accomplished by feeding the system back with the altitude from the UAV 
flight, which can provide the expected object size. Secondly, whereas the ideal situa-
tion would be to simplify the model without accuracy loss, our method records slight 
reductions in accuracy.
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5  Conclusions

In this work, model simplification for object detection was achieved by exploiting algo-
rithm-specific optimisation, namely, identification of the scales that are useful for the prob-
lem to be solved and discarding the out-of-scale parts of the detector architecture. Faster 
models suitable for real-time applications were realized while maintaining model accuracy. 
Compared to the popular pruning technique, our approach showed similar model accu-
racy with some of the derived models recording better detection speeds. The suitability 
of the models for real-time applications was shown in the results from the deployment of 
the models on the NVIDIA Jetson nano and Jetson Orin embedded devices for crop detec-
tion. Limitations come up naturally from the design premise (out-of-scale objects) but 
some ideas have been identified to appropriately tune the detector with additional sensing 
information.

For future work, we will be deploying the Jetson devices with the models on a UAV 
for in-field experiments and validation of the models. We also look to further optimize the 
models by additionally implementing optimization techniques such as knowledge distilla-
tion or low-rank factorization. We also consider conducting experiments to determine the 
exact range of the object sizes for each of the three detection scales, thus we can train the 
modified models with only images containing objects of sizes within the range of the cho-
sen scales. This could save training time and improve accuracy.
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